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SUMMARY

Systems-level organization in spontaneous infra-
slow (<0.1Hz) brain activity, measured using blood
oxygen signals in fMRI and optical imaging, has
become a major theme in the study of neural func-
tion in both humans and animal models. Yet the
neurophysiological basis of infra-slow activity (ISA)
remains unresolved. In particular, is ISA a distinct
physiological process, or is it a low-frequency
analog of faster neural activity? Here, using whole-
cortex calcium/hemoglobin imaging in mice, we
show that ISA in each of these modalities travels
through the cortex along stereotypical spatiotem-
poral trajectories that are state dependent (wake
versus anesthesia) and distinct from trajectories in
delta (1–4 Hz) activity. Moreover, mouse laminar
electrophysiology reveals that ISA travels through
specific cortical layers and is organized into unique
cross-laminar temporal dynamics that are different
from higher frequency local field potential activity.
These findings suggest that ISA is a distinct neuro-
physiological process that is reflected in fMRI blood
oxygen signals.

INTRODUCTION

Imaging of spontaneous brain activity, from human resting state

functional magnetic resonance imaging (rs-fMRI) to murine opti-

cal imaging, reveals long-distance relationships in the absence

of explicit input or output (Biswal et al., 1995; Chan et al.,

2015; Kenet et al., 2003; Ma et al., 2016). Initially dismissed as

noise or artifact, the long-distance organization of spontaneous

low-frequency activity is nowwidely studied. Spontaneous infra-

slow (<0.1 Hz) fluctuations in the blood oxygen level-dependent

(BOLD) signal are of particular interest because they are corre-

lated within large task-associated systems (Fox and Raichle,

2007), because they recapitulate correlations in infra-slow elec-

trophysiology (He et al., 2008), and finally, because BOLD signal
correlations (functional connectivity; FC) have been related to a

wide array of neuropsychiatric conditions (Greicius, 2008).

Yet despite the popularity of rs-fMRI as a method for studying

brain function, the biology underlying spontaneous patterns in

BOLD signals and infra-slow brain activity is not well understood.

One prominent viewpoint posits that synchronization is an

inherent property of connected neural networks; therefore,

high-frequency neural activity naturally tends toward synchrony

within structurally connected large-scale networks (Honey et al.,

2009). In this model, infra-slow phenomena are viewed as a

broad summation of fast, local neural activity (Breakspear,

2017). BOLD signals in particular are thought to reflect a vascular

low-pass filtering of higher frequency neural activity (de Zwart

et al., 2005). However, simulations modeling spontaneous

BOLD signal organization as low-pass filtered action potentials

synchronized through known white matter connections yield

only modest agreement with measured BOLD signal correlations

(Honey et al., 2009). Furthermore, a simple connectivity-syn-

chrony model cannot readily explain dramatic state changes in

infra-slow functional organization, such as in wake versus sleep

(Mitra et al., 2015b).

As an alternative, rather than representing a broad summation

of higher frequencies, the wide-scale organization of infra-slow

activity (ISA) might instead reflect a distinct brain process with

its own functional and neurophysiological principles (Break-

spear, 2017). In support of this view, recent studies in humans

(Mitra et al., 2014, 2015a) and mice (Matsui et al., 2016) have

reported that infra-slow BOLD signals travel slowly through the

cerebral cortex along stereotypical spatiotemporal trajectories.

Spontaneous BOLD signals have also previously been linked

to ISA in local field potentials (LFPs) (He et al., 2008; Leopold

et al., 2003; Pan et al., 2013). Together, these findings suggest

the possibility of a distinct infra-slow brain process that moves

dynamically through the brain to establish a systems-level orga-

nization that is reflected in BOLD signals. However, key ques-

tions remain unanswered.

First, is the neurophysiology of ISA, especially its spatiotem-

poral trajectory through the cortex, distinct from other fre-

quencies such as delta (1–4 Hz) activity? Frequencies

below delta (or slow) activity (Steriade et al., 1993) are rarely

examined in neurophysiology; thus, differentiating ISA from delta

is necessary to show that ISA is a distinct entity. Second, do
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spatiotemporal trajectories in BOLD signals correspond specif-

ically to infra-slow neural activity, or do they reflect higher

frequency spatiotemporal trajectories? Third, does the temporal

organization of ISA have behavioral correlates, for example, by

changing across broad behavioral states? Finally, distinct spec-

tral bands such as gamma (>40 Hz), alpha (8–12 Hz), and delta

are known to travel through specific layers of the cortex (Stroh

et al., 2013; van Kerkoerle et al., 2014): does ISA travel through

specific cortical layers as well? Importantly, this fourth question

raises the possibility that rs-fMRI FC reflects heretofore unsus-

pected laminar specificity.

We explore these questions by using wide-field calcium/

hemoglobin (Hgb) optical imaging and laminar electrophysiology

in awake and anesthetized mice to directly measure and analyze

the spatiotemporal structure of infra-slow and higher frequency

spontaneous neural activity. To preview, we find that sponta-

neous ISA travels through stereotyped spatiotemporal trajec-

tories in the mouse cortex that are distinct from higher

frequencies.

RESULTS

Stability of FC over Frequencies and State
We first acquired concurrent wide-field calcium and Hgb imag-

ing in 14 transgenic mice expressing GCaMP6f under control

of a Thy1 promoter (Figures 1A and S1). Imaging was acquired

in a ‘‘resting state’’: mice were stationary, suspended in a

hammock in a dark room with eyes open, and not subjected to

any imposed experimental condition (STAR Methods). Sponta-

neous activity was imaged across consciousness states

including wakefulness (n = 14), ketamine (ket)/xylazine anes-

thesia (n = 14), and dexmedetomidine (dex) anesthesia (n = 7).

Ket and dex induce anesthesia through distinct mechanisms

(Alkire and Miller, 2005; Nelson et al., 2003).

As the kinetics of calcium imaging measures neural activity up

to �5 Hz (Ma et al., 2016), we focused our analysis on infra-slow

(0.02–0.1 Hz) and delta (1–4 Hz) activity, using FC and temporal

delay (TD) (Figures 1B and 1C). Both measures are derived from

lagged correlations between pairs of time series (STARMethods;

Mitra et al., 2014). FC is zero-lag correlation and TD is the tem-

poral offset corresponding to the peak correlation. Temporal

offsets measure lead-lag relationships between regions, allow-

ing us to detect spatiotemporal trajectories in spontaneous

activity. The matrices in Figures 1D and 1E (dimensions

pixels 3 pixels) illustrate FC and TD between all pairs of cortical

calcium time series. FC matrices in Figure 1D show that the

correlation structure of spontaneous activity is stable over a

range of frequencies (ISA versus delta) and across states of con-

sciousness (wake versus ket/dex anesthesia).

Distinct Spatiotemporal Trajectories in ISA and Delta
We next analyze TD matrices (Figure 1E) to consider whether

spatiotemporal trajectories differ between infra-slow and delta

band calcium activity. Patterns of blue and red in each TDmatrix

indicate temporally early and late pixels, respectively. TD

matrices are significantly (p < 0.001; STAR Methods) different

between the ISA and delta frequencies, aswell as between anes-

thesia (ket/dex) and wake. In contrast, TD matrices across ket
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and dex are highly similar for ISA and delta activity (no statistical

difference). Hence, spatiotemporal trajectories differ signifi-

cantly across ISA and delta and between wake and anesthesia.

The timescales vary as well, ranging from ±0.5 s in ISA to ±10ms

in delta activity. GCaMP6 TD matrices were highly reproducible

across sessions and mice; a full analysis of reliability is found in

Figure S2.

To further understand spatiotemporal trajectories in sponta-

neous activity, we computed lag projections (images 1–6;

Figure 2A), which are row-wise means of TD matrices (images

1–6; Figure 1E). Lag projections depict the degree to which, on

average, each pixel is early (blue) or late (red) compared to the

rest of the cortex. Hence, image 1 of Figure 2A illustrates that,

on average, under ket anesthesia, anterior delta leads posterior

delta by �100 ms, consistent with prior reports of anterior-pos-

terior propagation of delta activity in anesthesia and sleep (Mas-

simini et al., 2004; Stroh et al., 2013). In contrast, posterior ISA

leads anterior ISA by�0.5 s (image 2; Figure 2A). Dex anesthesia

(images 3 and 4 in Figure 2A) yields highly similar results. During

wake, delta and ISA exhibit back-to-front and front-to-back

spatiotemporal trajectories, respectively, again at very different

timescales (images 3 and 4 in Figure 2A). In sum, Figure 2A illus-

trates that spontaneous ISA and delta, measured usingGCaMP6

fluorescence, travel in distinct trajectories at different speeds.

Moreover, both ISA and delta change directions across wake

versus anesthesia.

Spatiotemporal Trajectories in Blood Oxygen Signals
Recapitulate ISA, but Not Delta
To investigate how BOLD activity compares to infra-slow and

delta calcium activity, we repeated the analyses in Figure 2A

with Hgb signals (Figure 2B). ISA lag projections for total

Hgb and calcium (GCaMP6) are highly similar (images 2, 4,

and 6 in Figures 2A and 2B), consistent with prior reports of

correspondence between infra-slow neural activity and hemo-

dynamic signals (Huang et al., 2014; Leopold et al., 2003; Pan

et al., 2013). However, delta frequency total Hgb lag projec-

tions do not match delta band calcium signals (images 1, 3,

and 5 in Figures 2A and 2B) and are not reproducible (Fig-

ure S2). Analysis of oxy-Hgb and deoxy-Hgb yields concor-

dant findings (Figure S1). Thus, the correspondence of Hgb

and calcium spatiotemporal trajectories is limited to infra-

slow frequencies.

Reciprocal Directionality and State Reversals in ISA and
Delta Activity
The TD analyses in Figure 2A suggest that ISA and delta band

calcium signals travel in reciprocal directions along the ante-

rior-posterior axis of the mouse cortex, and that both ISA and

delta trajectories reverse direction between wake and anes-

thesia. To test this idea, we analyzed Granger causality (GC)

between two regions of interest (ROIs) in motor and visual

cortices. Visual and motor ROIs were defined by identifying

regions of maximal lag differences across wake and anesthesia

andwere used to quantify directionality along the anterior-poste-

rior axis of cortex. Figure 2C shows GC for visual and motor

calcium time series filtered into delta and ISA. GC reveals statis-

tically significant Granger causation in the same direction as the



Figure 1. Correlations and TDs in Wide-Field Imaging of Spontaneous Calcium Activity in Mouse Cortex

(A) Calcium fluorescence and Hgb absorbance were concurrently imaged in the dorsal cortical surface of Thy1/GCaMP6mice using four high-power LEDs (STAR

Methods).

(B) An example lagged correlation curve computed using two infra-slow activity (ISA) time series from motor and visual regions of interest (ROIs). The zero-lag

correlation value defines functional connectivity (FC); time corresponding to the peak correlation defines the temporal delay (TD) for the ROI pair.

(C) Same as (B), but for delta band activity. See Figure S1 for cross-correlations visualized over longer timescales.

(D) FC matrices, illustrating correlations between all pixels, shown for delta and ISA, ketamine (ket) (n = 14) and dexmedetomidine (dex) (n = 7) anesthesia as well

as wake (n = 14). FCmatrices are by definition symmetric ðri;j = rj;iÞ. The rows and columns of thematrix are individual pixels from the dorsal surface of themouse

cortex arranged from anterior to posterior (see Figure S1 for key). Pearson r values greater than the color bar asterisk are statistically significant (p < 0.005; STAR

Methods).

(E) TD matrices representing the TD between every pair of pixels, where the matrices are organized as in (D). TD matrices are by definition antisymmetric

ðti;j = � tj;iÞ. Non-significant TDs (p > 0.005; STAR Methods) are gray.
lag projections in Figure 2A. Thus, GC shows that ISA and delta

travel in reciprocal anterior-posterior cortical directions, and that

directionality in both frequency bands reverses across wake and

ket/dex anesthesia.

We next computed phase delays over 0.02–5.12 Hz in double

octaves (STAR Methods) between visual and motor ROIs (Fig-

ure 2C) to look for the spectral transition point between ISA

and delta directionality. The result (Figure 2D) illustrates that

phase offsets are stable over 0.02–0.32 Hz and over 1–5 Hz

with a sharp directionality transition at�0.64 Hz, in both wakeful-
ness and ket anesthesia (dex behaves similarly; Figure S3).

These results are not consistent with the hypothesis that infra-

slow phase shifts are a low-pass filtered version of delta phase

relationships, as this would produce a linear phase-frequency

relationship.

To extend the concept behind Figure 2D to the whole cortex,

we computed whole-cortex TDmatrices (as in Figure 1E) for cal-

cium signals filtered into double-octave frequency bins. We then

computed the similarity between all pairs of TD matrices using

rank-order correlations (Figure 3). This computation compares
Neuron 98, 297–305, April 18, 2018 299



Figure 2. Spontaneous Spatiotemporal Trajectories Systematically Differ across Frequencies and States of Consciousness

(A) GCaMP6 (calcium) lag projections illustrating the mean delay between each pixel and the rest of cortex. Infra-slow and delta activity move in different di-

rections and at different speeds during both wake and anesthesia.

(B) Total Hgb lag maps, derived as in (A), with matching timescales.

(C) Granger causality analysis of GCaMP6 activity. Two ROIs in visual andmotor cortices were defined by identifying regions of maximal lag in panels A1–A4; see

STAR Methods for coordinates.

(D) Frequency versus phase analysis between the two ROIs in (C) in wake (pink) and ket anesthesia (green). Analysis of dex anesthesia yields highly similar results

(Figure S3). Error bars represent a 95% confidence interval computed over mice.
spatiotemporal trajectories in calcium activity over double-

octave frequency bins. During ket anesthesia and wake (Figures

3A and 3B), two blocks of high correlation are apparent, in the

0.02–0.32 Hz range and in the 0.64–5 Hz range. Thus, the

whole-cortex analysis reveals only two spectral regimes of

spatiotemporal trajectories over 0.02–5.12 Hz with a transition

point at �0.64 Hz. Additionally, infra-slow and delta TD matrices

are anti-correlated, indicating that activity moves in roughly

reciprocal directions across infra-slow versus delta frequency

ranges.

The same approach also quantifies reversal of directionality

across wake and ket anesthesia (Figure 3C). Infra-slow TD

matrices are anti-correlated across wake and ket anesthesia,

as are delta band TD matrices, illustrating directionality

reversal across states. Moreover, ISA directionality during

wake resembles delta directionality during ket anesthesia,

and delta directionality during wake resembles ISA direction-

ality during ket anesthesia (Figure 2A). Dex anesthesia yields

similar results (Figure S3). Hence, ISA and delta travel in recip-

rocal directions within a state (anesthesia or wake; Figures 3A

and 3B), and activity in each frequency band approximately

reverses direction across states (Figure 3C). Phase-delay ma-

trix analyses of the type in Figures 3A–3C yield nearly identical

results (Figure S3).

Finally, we repeated the analyses in Figures 3A–3C with

whole-cortex FC matrices (as in Figure 1D) to examine how FC

varies across frequencies and state of consciousness. The result

is that FC is highly stable over 0.02–5 Hz (Spearman rho values >

0.9) during both ket anesthesia (Figure 3D) and wake (Figure 3E).

FC is also generally stable (Spearman rho values > 0.8) across

ket anesthesia and wake (Figure 3F). Therefore, FC is less sensi-

tive than spatiotemporal trajectories to frequency- and state-

specific differences in spontaneous activity.
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Laminar Specificity in Infra-Slow Spatiotemporal
Dynamics
We next explored higher frequencies (>5 Hz) and the laminar

organization of spontaneous activity by inserting two 16-channel

depth electrodes in the visual andmotor cortices of mice (n = 13;

Figure 4A) to record wide-spectrum (0.02–100 Hz) LFPs. We

acquired data from 16 recording sites from superficial to deep

in motor cortex and 12 sites along the depth of visual cortex,

as visual cortex is thinner than motor cortex. Visual and motor

cortices were chosen tomatch our imaging analyses (Figure 2C),

allowing us to compare directional results across optical imaging

and electrophysiological recordings.

First, to determine whether the spatiotemporal trajectory of

ISA differs from higher frequencies in LFP activity, we computed

cross-laminar FC and TD matrices between visual and motor

cortices. The results for ISA and delta are shown in Figures 4B

and 4C, which illustrate 16 3 12 FC and TD matrices depicting

laminar relationships between motor and visual cortices. It is

evident that the cross-laminar FC and TD structures of ISA and

delta are distinct (p < 0.001; STAR Methods) both from each

other and across wake and ket anesthesia. Further, ISA cross-

laminar relationships are also distinct as compared to higher

frequencies up to gamma (p < 0.001; STAR Methods), as illus-

trated in Figure S4. These results show that the spatiotemporal

structure of spontaneous ISA is unique not only when compared

to delta activity, but also when compared to canonical LFP

bands up to 100 Hz. Note Figure 4C only reports significant

TDs (p < 0.01, Bonferroni-corrected; STARMethods); non-signif-

icant results are gray.

Figures 4B and 4C further reveal which cortical layers ISA

travels through and the laminar basis for ISA directionality

reversal across wake and ket anesthesia. Under ket anesthesia

(image 2; Figure 4C), ISA in layers II–V in motor cortex leads ISA



Figure 3. Comparison of Whole-Cortex Calcium Signal TD and FC Matrix Comparisons across Frequencies and States of Consciousness

(A–C) Each matrix entry reports the rank-order correlation between a pair of TD matrices, providing a quantitative comparison of spatiotemporal trajectories in

calcium activity over double-octave frequency bins.

(A and B) Rank-order correlations between TD matrices across frequency bins in ket anesthesia (A) and wake (B).

(C) Rank-order correlations between anesthesia TD matrices and wake TD matrices.

(D–F) The same analyses as in (A)–(C), but now applied to FC matrices, providing quantitative comparison of correlation structure in calcium activity over double-

octave frequency bins. Note difference in color bar scale between (A)–(C) and (D)–(F). Analysis of dex anesthesia yields highly similar results (Figure S3).
in layers II–IV in visual cortex (light blue). Conversely, ISA in

deeper visual layers during ket anesthesia leads superficial/

middle layers in motor cortex (red). The relative strength of

signaling in each direction can be inferred from the correlation

matrices. Comparing image 2 across Figures 4B and 4C, corre-

lations corresponding to the red (visual-to-motor) temporal off-

sets are stronger than correlations corresponding to the blue

(motor-to-visual) temporal offsets. Hence, for ISA under ket

anesthesia, the visual-to-motor direction predominates, in

accordance with calcium and Hgb imaging in Figure 2. The

same reasoning shows the reverse during wake: the motor-to-

visual direction predominates in infra-slow LFPs (image 4; Fig-

ures 4B and 4C), also in concordance with calcium and Hgb

imaging.

Thus, on the basis of TDs, we find that ISA in ket anesthesia

tends to travel from deep visual layers (V and VI) to most of

motor cortical column (I–V). During wake, ISA tends to travel

from layers I–V in motor cortex to layers I–IV in visual cortex;

however, the shortest motor-visual lags are between layer V

of motor cortex and layers I–IV of visual cortex (Figures 4C
and 4D, image 4). Assuming the shortest TDs reflect the most

direct relationships, we conclude that ISA tends to be sent

from deep layers (V and VI) and received in more superficial

layers (I–IV) during wake and ket anesthesia, as summarized

in Figure 4D (panels 2 and 4).

FC and TD matrices computed in other frequency bands can

also be analyzed similarly (Figure S4). For example, sponta-

neous delta activity moves from deep to superficial layers

between visual and motor cortex and reverses directions

across wake and ket anesthesia (Figure 4D), in agreement

with our calcium imaging results. Just as in ISA, reversal of

delta activity entails re-weighting ongoing bi-directional

signaling, but the direction of delta activity is opposite that

of ISA (Figure 4D, panels 1 and 3). Directionality reversal

across wake and ket anesthesia is not observed for fre-

quencies above delta (Figure S4). Analysis of dex anesthesia

yields highly similar results to those found using ket anes-

thesia. Finally, computing FC and TD matrices using current

source density time series recapitulates the results observed

using LFPs (Figure S5).
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Figure 4. Cross-laminar Temporal Dynamics in Spontaneous Visual-Motor Activity Vary Systematically across Frequency and State

(A) Sixteen-channel depth probes were inserted into motor and visual cortices.

(B) Cross-laminar FC (n = 13). The four 16 3 12 matrices illustrate correlations between the 16 electrodes in motor cortex (rows) and the 12 electrodes in visual

cortex (columns); electrodes are arranged from superficial to deep. Pearson r values greater than the color bar asterisk are statistically significant (p < 0.001; STAR

Methods).

(C) Cross-laminar TDmatrices (n = 13), arranged as in (B). Blue designatesmotor leading visual cortex; red indicatesmotor following visual cortex. Non-significant

TDs (p > 0.001; STAR Methods) are gray.

(D) Schematic representation of the results in (B) and (C), highlighting the shortest delays between regions. Thick lines designate the predominant direction of

signaling.

(E and F) Phase-amplitude coupling (PAC) between ISA phase and delta amplitude. Sample 5 min time series (gray) demonstrates ISA phase (E) and delta

amplitude (F) are computed by first filtering (blue) and then applying a Hilbert transform (red).

(G) Delta amplitude is binned by infra-slow phase for each time series (electrode or pixel) and averaged. The resulting PAC histograms for electrophysiology and

imaging, in wake and ket anesthesia, are highly concordant (see Figure S1 for PAC analysis of dex anesthesia).

Labels 1, 2, 5, and 6 correspond to the conditions in Figures 1 and 2. Figure S1 shows the dex anesthesia conditions corresponding to labels 3 and 4.
Spontaneous ISA Modulates Delta Activity
Finally, although ISA and delta have distinct spatiotemporal tra-

jectories, prior task-based work has shown cross-frequency

interaction between ISA phase and delta amplitude (Monto

et al., 2008). To explore whether this occurs spontaneously,

we computed phase-amplitude coupling (PAC) between ISA

phase and delta amplitude (Figures 4E–4G). PAC was

computed over all electrodes in our electrophysiological record-

ings as well as separately over all pixels in calcium imaging. In

both cases, there is a robust, statistically significant (p < 0.001;

STAR Methods) relationship between ISA phase and delta

amplitude, and the phase of this relationship shifts between

wake and ket anesthesia. Dex anesthesia yields highly similar

results (Figure S1).
302 Neuron 98, 297–305, April 18, 2018
DISCUSSION

In summary, we find that spontaneous infra-slow brain activity

follows consistent spatiotemporal trajectories between specific

layers of the mouse cerebral cortex; the spatiotemporal and

cross-laminar organization of spontaneous ISA differs from

both delta activity and LFPs up to 100 Hz. Furthermore, the

direction of ISA travel depends on the state (awake versus anes-

thetized) of the brain. In each state, the direction and topography

of ISA spatiotemporal trajectories are concordant across

Hgb imaging, calcium imaging, and electrophysiology. Taken

together, these results support the view that there is a distinct

infra-slow neurophysiological process whose temporal structure

is state dependent. Moreover, blood oxygen signals specifically



correspond to the spatiotemporal dynamics and laminar organi-

zation of infra-slow brain activity.

Implications for Infra-Slow Neurophysiology
Infra-slow fluctuations in LFPs have been observed for decades

(Aladjalova, 1957), but there is an ongoing debate about whether

very low-frequency brain activity at broad spatial scales should

be understood as a simple summation of local higher frequency

events, or whether there are emergent organizational principles

of ISA that differ from faster finer scale activities (Breakspear,

2017). Similar correlation structure (FC) between ISA and higher

frequencies (Chan et al., 2015; Silasi et al., 2016) has been

previously reported and used to argue that ISA represents a

broad, slow summation of faster phenomena.

In this study, we too observed that the correlation structure of

wide-scale calcium imaging is stable over 0.02–5 Hz; however,

our analysis of spatiotemporal trajectories offers clear distinc-

tions between ISA and higher frequency bands. Whole-cortex

spatiotemporal trajectories in delta band activity, the closest

canonical frequency band to ISA, are revealed by calcium imag-

ing to differ significantly from the spatiotemporal dynamics of

ISA during wake and anesthesia. Moreover, the cross-laminar

spatiotemporal structure of ISA measured using electrophysi-

ology, computed between mouse visual and motor cortices,

differs from both delta band and higher frequency LFPs up to

100 Hz. Future technologies that allow wide-scale measurement

of full-spectrum activity may offer even greater detail about the

differences between ISA and higher frequencies, but the present

work clearly demonstrates that the spatiotemporal dynamics of

ISA do not map onto higher frequencies.

The principle that ISA has its own functional and neurophysio-

logical properties that are distinct from higher frequencies repre-

sents a low-frequency extension of concepts advanced by

Steriade and others, who have demonstrated that the slow delta

oscillation is a unique brain process (Steriade et al., 1993) that

moves through specific cortical layers (Stroh et al., 2013) as

well as cortico-thalamic loops (Sheroziya and Timofeev, 2014)

and is involved in memory consolidation (Marshall et al., 2006).

The present work illustrates some analogous properties in ISA:

the spatiotemporal dynamics of ISA are unique compared to

higher frequencies and ISA tends to travel from deep cortical

layers to more superficial ones (Figure 4), at least between visual

andmotor cortices. Spread of low-frequency spontaneous activ-

ity from deep layers is consistent with prior work (Sakata and

Harris, 2009). Furthermore, the spatiotemporal organization of

ISA appears linked to the state of the brain (see State Depen-

dence). However, several questions remain regarding the unique

properties of ISA: for example, the cortical relationships estab-

lished in this paper do not preclude a role for subcortical connec-

tions (Xiao et al., 2017) (much as delta activity involves cortico-

cortical and cortico-thalamic connections). Future work must

also address the origins of infra-slow phenomena, with possible

roles for recurrent polysynaptic connectivity (Deco et al., 2017),

subthreshold activity (Berger et al., 2007; Kavalali et al., 2011),

and glial metabolic signaling (Poskanzer and Yuste, 2011).

Finally, the present observation of consistent spatiotemporal tra-

jectories in ISA should not be mistaken for ‘‘information flow’’;

instead, it is more likely that ISA shapes or modulates higher
frequency information processing in the brain (Mitra et al.,

2016), a hypothesis that must be tested in future studies.

Implications for BOLD Imaging
rs-fMRI is generally interpreted as representing a broad sum-

mary of neural activity, on the assumption that BOLD signals

reflect a vascular low-pass filtering of higher frequency neural

activity (de Zwart et al., 2005; Honey et al., 2009). We show

that infra-slow spatiotemporal trajectories in blood oxygen sig-

nals agree specifically with ISA spatiotemporal dynamics

derived using calcium imaging (Figure 2) and electrophysiology

(Figure 4). Since neurophysiological measures distinguish infra-

slow spatiotemporal dynamics from higher frequencies, we

conclude that the organization of spontaneous BOLD signals is

specifically attributable to an infra-slow brain process. Further-

more, our finding that spontaneous ISA travels from deep to

superficial cortical layers between visual andmotor cortices (Fig-

ure 4) implies that long-distance BOLD signal relationships

reflect a previously unappreciated degree of laminar specificity.

These results establish an expanded basis for interpreting the

neurophysiology of long-distance relationships in rs-fMRI.

Our findings are also relevant to ongoing investigations of

dynamics in blood oxygen signals and their relationships to

states of brain function. The vast majority of the rs-fMRI

dynamics literature has focused on changes in infra-slow zero-

lag correlation structure over time (Liégeois et al., 2017). Our

results address dynamics from the perspective of infra-slow

spatiotemporal trajectories and demonstrate that these trajec-

tories are far more labile across wake and anesthetized states

than are zero-lag correlation matrices (Figures 2 and 3). There-

fore, the dynamical organization of rs-fMRI and its relation to

brain states may manifest more fundamentally in spatiotemporal

trajectories than changes in correlation structure.

Relationship between ISA and Delta Activity
Although the spatiotemporal organization of ISA and delta is

distinct, two of the present findings suggest that spontaneous

activity in these two spectral regimes is nonetheless functionally

linked. First, ISA and delta travel in approximately reciprocal

directions along the anterior-posterior axis of the dorsal mouse

cortex (Figure 2E). We have previously observed delta and ISA

traveling in reciprocal directions between the human hippocam-

pus and cerebral cortex (Mitra et al., 2016) and hypothesized that

this was a feature of cortico-hippocampal communication. Our

present results in the mouse suggest, instead, that reciprocal

travel of delta and ISA occurs more broadly. A possible function

of this reciprocal travel is the conveyance of slow (delta) feedfor-

ward and slower (ISA) feedback influences, analogous to what

has been observed for gamma and alpha activity in the visual

cortex during visual tasks (van Kerkoerle et al., 2014), although

the concepts of feedforward and feedback must be expanded

to address spontaneous activity.

Second, the phase of ISA is coupled with the amplitude of

delta band activity in both calcium and electrophysiological re-

cordings (this phase relationship shifts slightly across states of

consciousness; Figures 4 and S1). Prior work has also shown

that ISA modulates the amplitude of frequencies higher than

delta during tasks (Monto et al., 2008). On this basis, we
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speculate that spontaneous activity may be hierarchically orga-

nized by frequency, such that ISA modulates power in higher

frequencies.

State Dependence
We find reversals in the prevailing direction of spatiotemporal

trajectories across wake and anesthesia, in both delta and ISA

(Figures 2, 3, and 4). This reversal of directionality is not observed

in higher frequencies (Figures S4 and S5). We therefore hypoth-

esize that the temporal structure of low-frequency activity, espe-

cially its direction of cortical travel, plays a special role in govern-

ing or marking functional brain states. This conclusion is further

supported by supplemental experiments demonstrating that

administration of a dex reversal agent (atipamezole) during dex

anesthesia not only rapidly re-establishes wakefulness in dex

anesthetized mice, but also re-establishes waking ISA and delta

activity patterns (Figures S1, S3, and S5). Future work examining

a wider variety of pharmacological agents and physiological

states will be necessary to determine commonalities and differ-

ences in low-frequency activity patterns across various condi-

tions, including possible differences between states in which

animals are freely moving versus the stationary eyes-open

resting state.

Finally, our laminar electrophysiology findings also suggest

that, mechanistically, the reversal of the predominant direction

of travel in ISA and delta activity is accomplished by changing

the relative weighting of bi-directional signaling in distinct

cross-laminar relationships (Figure 4D). The basis of this re-

weighting requires further investigation, but it is natural to sug-

gest that neuromodulation may play a role in directionality shifts

across wake versus anesthesia (Marder, 2012).
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Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Anish

Mitra (anishmitra@wustl.edu).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animal Subjects
All procedures described belowwere approved by theWashingtonUniversity Animal Studies Committee in compliancewith AAALAC

guidelines. Imaging studies were performed on transgenic mice expressing GCaMP6f under control of a mouse Thy1 promoter

acquired from Jackson Laboratories (JAX Strain: C57BL/6J-Tg(Thy1-GCaMP6f)GP5.5Dkim; stock: 024276). GCaMP6/Thy1 trans-

genic genotypes were confirmed by PCR using the forward primer 50-CATCAGTGCAGCAGAGCTTC-30 and reverse primer

50-CAGCGTATCCACATAGCGTA-30. Histology of GCaMP6 fluorescence is shown in Figure S1. Electrophysiology studies were

performed on C57Bl6/J mice (Jackson Laboratories; stock: 664). All mice were male, 12 to 16 weeks of age, weighed 28-36 g,

and raised in standard cages in a dedicated mouse facility with a 12hr-12hr light/dark cycle.

METHOD DETAILS

Animal Preparation for Optical Imaging
Fourteen GCaMP6mice (12-16 weeks of age, 28-36 g) were used for imaging in this study. Genetically modified GCaMP6mice were

studied solely for the purpose of optical calcium imaging, and were otherwise phenotypically normal. Mice were sedated with iso-

flurane (3% induction, 1% maintenance, 0.5 L/min) and placed in a stereotactic holder. The head was then shaved, and a midline
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incision made to expose the skull. Body temperature was maintained at 37�C using a temperature controlled heating pad. Chronic

cranial windows made of Plexiglas and with pre-tapped holes were fixed to the skull using dental cement (C&B-Metabond, Parkell,

Edgewood, NY, USA).

Animal Preparation for Electrophysiology
Thirteen C57Bl6/J mice were used to obtain electrophysiological recordings. Mice were given dexamethasone (20 mL 4mg/mL, S.C.)

4 hours prior to surgery, and mannitol (150 mL, 20%manitol, I.P.) immediately prior to surgery. Mice were anesthetized using isoflur-

ane anesthesia (3% induction, 1.5% maintenance). Once anesthetized, lidocaine anesthetic was given locally, scalp hair was

removed, a midline incision was made in the scalp, and the scalp was retracted. The periosteal membranes were removed. Two

craniectomies (1mm in diameter) were performed over themotor and visual locations determined by stereotactic coordinates derived

from the Granger Causality analysis shown in Figure 2C (Motor cortex = 1.5 mm Left of bregma, 1.6 mm anterior to bregma; visual

cortex = 2.6 mm Left of bregma, 3.0 mmposterior to bregma). A third craniotomy wasmade on the right hemisphere (2.3 mmRight of

bregma, 0.9 mm anterior to bregma), and a permanent ground wire was placed and secured with C&B Metabond dental cement

(Parkell, Edgewood, NY, USA). A custom-made fixation block with screw threading was attached to the skull with dental cement

(to enable head fixation during recording). The left hemisphere craniectomies were covered with a self-healing silicone polymer

that allowed silicone electrodes to pass through undamaged. Mice were given S.C. buprenorphine at the end of the procedure for

pain control, and mice were given 5 days of recovery time before any recording was performed.

Optical Imaging System
Sequential illumination was provided by four LEDs: 470nm (measured peak l = 454nm (referred to as 454nm LED in this study),

LCS-0470-15-22, Mightex Systems, Pleasanton, CA, USA), 530nm (measured peak l = 523nm, LCS-0530-15-22), 590nm (measured

peak l = 595nm, LCS-0590-10-22), and 625nm (measured peak l = 640nm, LCS-0625-03-22). The 454nm LED is used for GCaMP

excitation, and the 523nm, 595nm, and 640nm LEDs are used for multispectral oximetric imaging. The 523nm LED was also used as

an emission reference for GCaMP6 fluorescence in order to remove any confound of hemodynamics in the fluorescence signal

(described below). Both the 454nm and 523nm LED light paths were made collinear by using a multi-wavelength beam combiner

dichroic mirror (LCS-BC25-0505, Mightex Systems, Pleasanton, CA, USA). For image detection, we used a cooled, frame-transfer

EMCCD camera (iXon 897, Andor Technologies, Belfast, Northern Ireland, United Kingdom) in combination with an 85mm f/1.4 cam-

era lens (Rokinon, New York, NY, USA). The acquisition framerate was 16.8Hz per channel, with the overall framerate of the camera

as�67Hz. This framerate is well above the temporal resolution necessary to adequately characterize hypothesized GCaMP6 activity.

To increase frame rate as well as increase SNR, the CCDwas binned at 43 4 pixels; this reduced the resolution of the output images

from full-frame 5123 512 pixels to 1283 128 pixels. Both the LEDs and the exposure of the CCD were synchronized and triggered

via a DAQ (PCI-6733, National Instruments, Austin, TX, USA) using MATLAB (MathWorks, Natick, MA, USA). The field-of-view was

adjusted to be approximately 1 cm2 resulting in an area that covered themajority of the convexity of the cerebral cortex with anterior-

posterior coverage from the olfactory bulb to the superior colliculus. The resulting pixels were approximately 78mm x 78mm. To mini-

mize specular reflection from the skull, we used a series of linear polarizers in front of the LED sources and the CCD lens. The secured

mouse was placed at the focal plane of the camera. The combined, collimated LED unit was placed approximately 8 cm from the

mouse skull, with a working distance of approximately 14cm as determined by the acquisition lens. A 515nm longpass filter

(Semrock, Rochester, NY, USA) was placed in front of the CCD to filter out 470nm fluorescence excitation light and a 460/60nmband-

pass filter (Semrock, Rochester, NY, USA) was used in front of the excitation source to further minimize leakage of fluorescence exci-

tation light through the 515nm longpass filter. The pulse durations for the LEDs are 20ms, 5ms, 3ms, 1ms for 454nm, 523nm, 595nm,

and 640nm, respectively.

Electrophysiology System
For electrophysiology recordings, mice were placed on a felt hammock and the skull was fixed to a secure bar via the fixation block.

Two 1.5mm 16-channel linear array electrodes (NeuroNexus model number A1x16-5mm-100-703-A16, Ann Arbor, MI, USA) were

attached to separate micromanipulators (David Kopf Instruments, Los Angeles, California, USA). Electrodes were painted with DiI

(1,1’-Dioctadecyl-3,3,30,30-Tetramethylindocarbocyanine Perchlorate; Sigma-Aldrich, St. Louis, MO, USA), and placed into the brain

(through the transparent silicone sealant which enabled direct visualization of the cortex) under direct visualization using a surgical

stereoscope (Olympus, Tokyo, Japan). Electrode placement was confirmed in threeways: 1) themost superficial contact was visually

guided to just under the cortical surface; 2) the electrophysiological signal in the most superficial contact during the transition from

noise/air to brain was monitored 3) electrodes were painted with DiI and placement was confirmed with histologic sections of the

mouse brain (Figure 4A). Local field potentials were recorded using an amplifier with high-pass filter cutoff of 0.02Hz (Intan

RDH2132) connected to the recording computer through an acquisition board (OpenEphys), with a reference wire positioned on

the right hemisphere contralateral to the electrodes (2.3 mm Right of bregma, 0.9 mm anterior to bregma). All recordings were

made in a completely dark room. For each mouse, awake recordings were done first, followed by ketamine/xylazine administration

via I.P. injection in the same session (i.e., without removing the electrodes from the brain).
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Awake Recordings
As described in the electrophysiology system description, awakemouse recordings (imaging and electrophysiology) were performed

by mice on a felt hammock with head-fixation, either to the optical window in the case of imaging or to the skull in the case of

electrophysiology. The hammock provided a dark, comfortable environment while preventing the awakemouse from applying torque

on their restrained head. After recovery from surgery, the mouse was acclimated to the hammock apparatus by a training period

consisting of two 20 minute sessions. Acclimation is indexed by a return to normal behavior (e.g., whisking, grooming, and walking

with head restrained). Though no accelerometers or other behavioral measures were used to track motion within the pouch during

recordings, mice were qualitatively observed to be relaxed with infrequent limb motion after completion of the acclimation protocol.

For 7 of the 14mice, awake imaging was performed for 60minutes on two separate days, separated by twoweeks. For the remaining

7 mice, awake imaging was performed for 60 minutes on a single day. The 60minute imaging sessions were acquired over 12 5-min-

ute runs. Awake electrophysiology was acquired continuously for 60 minutes in 13 mice.

Anesthetized Recordings
For ketamine anesthetized imaging and electrophysiology, mice were anesthetized with I.P. injection of a ketamine/xylazine cocktail

(86.9 mg/kg Ketamine, 13.4 mg/kg Xylazine). For dexmedetomidine imaging and electrophysiology, mice were anesthetized with I.P

injection of dexmedetomidine (0.5 mg/kg). Anesthetic effect was verified by confirming that the animal was not responsive to a hind

paw pinch. The animal was placed and kept on a solid state water circulating heating pad (T/Pump Classic, Stryker Co., Kalamazoo,

MI, USA), maintained at 42�C. For 7 of the 14 mice, anesthetized imaging was performed for 45 minutes (the duration of anesthetic

effect) on two separate days, separated by two weeks. In the remaining 7 mice, anesthetized imaging was performed for 45 minutes

on a single day. The 45 minute imaging sessions were acquired over 9 5-minute runs. Anesthetized electrophysiology was acquired

continuously for 45 minutes in 13 mice. We also collected data in which Dexmedetomidine anesthesia was instantaneously reversed

with an intraperitoneal injection of atipamezole (0.5 mg/kg). Reversal of dexmedetomidine anesthesia (dex reversal) was confirmed

by the resumption of mouse reflexes and typical waking behavior, such as whisking and grooming. 7 mice were imaged in the dex

reversal condition for 45minutes each; electrophysiology was obtained from 5mice in the dex reversal condition for 45minutes each.

Epifluorescence and Confocal Imaging
Micewere deeply anesthetized with FatalPlus (Vortech Pharmaceuticals, Dearborn, MI, USA) and transcardially perfused with 0.01M

PBS. The brains were removed and fixed in 4%paraformaldehyde for 24 h and transferred to 30% sucrose in 0.2M PBS. After brains

were saturated, they were snap-frozen on dry ice and coronal sections, 50 mm thick, were made with a sliding microtome. Sections

were stored in 0.2MPBS, 30%sucrose, and 30%ethylene glycol at�20�C. For viewing, cut sections werewashed in PBS,mounted,

and intrinsic GCaMP6 fluorescence was examined with epifluorescence microscopy (Nikon Eclipse 80i, Nikon Instruments, Melville,

NY, USA). For viewing using confocal microscopy, additional cut sections were washed in PBS, mounted, and coverslipped in DAPI

containing mounting media (Vector Laboratories, Burlingame, CA, USA). Fluorescent images were acquired with a Nikon A1-Rsi

inverted confocal microscope using a 10x objective. DAPI labeled cells and electrode marker DiI were excited with 405nm and

560nm laser lines, respectively (Nikon A1-Rsi, Nikon Instruments, Melville, NY, USA).

QUANTIFICATION AND STATISTICAL ANALYSIS

Image Processing
A representative frame of baseline light levels in a dark environment, calculated from a mean of dark images collected over 1 minute,

was subtracted from the raw data. All pixel time traces were individually detrended to remove any variations in light levels due to

photobleaching, LED current drift, and nonuniformity across the skull. Reflectance changes in the 523nm, 595nm, and 640nm

LED channels were used in combination to provide oximetric data using theModified Beer-Lambert Law, described previously (White

et al., 2011). Images in each contrast were smoothed with a Gaussian filter (5x5 pixel box with a 1.3 pixel standard deviation). The

GCaMP6 fluorescent signal must be corrected for any contribution from vascular activity and varying concentrations of absorptive

hemoglobin. Though the effects of hemodynamics will likely notmask the emission signals entirely, they will influence them. Common

correction methods to calculate relative fluorescence changes include using a reference wavelength for applying subtraction and

ratiometric techniques. We implemented a ratiometric correction algorithm (Equation 1) to correct fluorescent emission for any

absorption by hemoglobin and deoxyhemoglobin using the reflectance channels at the GCaMP6 emission wavelengths (523nm

LED) as a reference.

yðtÞ= IemðtÞ
IrefðtÞ$

Iref0

Iem0
(Equation 1)

Iem refers to the detected fluorescent emission intensity. Iref describes the measured reflectance changes at the emission wave-

length. A single frame from the 628nm reflectance channel was loaded into Adobe Photoshop CC 2014 (Adobe Systems, San Jose,

CA, USA) and all regions not corresponding to brainweremanually paintedwhite. The imagewas loaded back intoMATLAB and used

to create a binary brain mask. All subsequent analysis was performed on those pixels labeled as brain. Image sequences from each
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mouse (as well as the brain mask for each mouse) were affine-transformed to a common atlas space (based on the Paxinos mouse

atlas) using the positions of bregma and lambda. Global signal was not regressed from the data.

Electrophysiology Signal Processing
16-channel recordings were referenced to a ground wire positioned on the right hemisphere contralateral to the electrodes (2.3 mm

Right of bregma, 0.9 mm anterior to bregma). To further verify that 16 channels spanned the depth of motor cortex and 12 channels

spanned the depth of visual cortex (Figure 4A), we analyzed the spectral content of all channels. We found very similar spectral con-

tent in all 16 channels of motor cortex in all recordings, indicating that all channels were likely in cortex. In contrast, channels 13-16 in

visual cortex exhibited far lower power than channels 1-12, indicating that 12 channels span the depth of visual cortex, and that chan-

nels 13-16 were in underlying white matter (and hence excluded from analysis). 60Hz notch filtering was applied to remove electronic

noise from the data (Figure S6).

Correlation and Temporal Lags
As described in Figures 1B and 1C, conventional correlation analysis involves computation of the Pearson correlation, r, between the

time series, x1ðtÞ, extracted from a seed region, and a second time series, x2ðtÞ, extracted from some other locus (single pixel or

region of interest). Thus,

rx1x2 =
1

sx1sx2

1

T

Z
x1ðtÞ$x2ðtÞdt; (Equation 2)

where sx1 and sx2 are the temporal standard deviations of signals x1 and x2, and T is the interval of integration. Here, we generalize the

assumption of exact temporal synchrony and compute lagged cross-correlation functions. Thus,

rx1x2ðtÞ=
1

sx1sx2

1

T

Z
x1ðt + tÞ$x2ðtÞdt; (Equation 3)

where t is the lag (in units of time). In both optical and electrophysiological recordings, lagged correlation curves were computed

between pairs of recordings (pixels and electrodes, respectively). The value of t at which rx1x2ðtÞ exhibits an extremum defines

the temporal lag (equivalently, delay) between signals x1 and x2. The value of rx1x2ð0Þ is the traditional zero-lag Pearson correlation.

All pairs of temporal lags and zero-lag correlations define time-delay (TD) and functional connectivity (FC) matrices, respectively. In

the imaging data, 16.8Hz temporal sampling density limits detection of empirical temporal delays to�60ms; however, we apply para-

bolic interpolation to imaging-derived lagged cross-correlation curves to detect temporal delays shorter than the temporal sampling

rate. There is strong agreement between empirical temporal delay matrices and temporal delay matrices computed using parabolic

interpolation (Pearson r = 0.99 between measurements) in delta activity under anesthesia, as well as infra-slow activity measured in

wake and anesthesia. The exception is delta activity during wake, where parabolic interpolation uncovers short temporal lags

(+/�10 ms in Figure 1E) that cannot be measured empirically. Critically, wake delta activity temporal delays computed using para-

bolic interpolation are stable (Figure S2), agree with previous findings in the literature acquired with higher temporal sampling rates

(Shimaoka et al., 2017), and agree with the present electrophysiological findings sampled at 300Hz (Figure 4C). Parabolic interpola-

tion was only applied to the imaging data; electrophysiological temporal delays were computed empirically as the data was acquired

at a much higher temporal sampling density. FC and TD matrices were computed over specific frequency bands by applying zero-

phase filtering (fourth order Butterworth) directly to GCaMP6, hemoglobin, and electrophysiological (LFP) signals.

Group-level FC and TD matrices
In the imaging data, lagged-correlations were computed between every pair of pixels in the brain for each 5 minute run. FC and TD

matrices computed over 5 minute runs were then averaged for each mouse across wake and anesthesia sessions. Separate aver-

ages computed for each 10-minute epoch allowed us to verify stability across time and mice (Figure S2). Occasionally, the spectral

content of an awake imaging run contained delta signatures of sleep (Figure S6); these runs were omitted from the awake analysis,

leading to a loss of 5.2%of the total wake imaging data collection. Group level FC and TDmatrices are computed from the average of

individual mouse FC and TDmatrices over both days of imaging. A similar strategy was applied to compute FC and TDmatrices in the

electrophysiology data. Although the electrophysiological data was acquired continuously, to match the imaging analyses, we split

the recordings into 5 minute epochs and computed FC and TD matrices in each epoch. Epochs were then averaged first within a

mouse (wake and anesthesia), and then across mice, to produce Figures 4 and S2. As in the imaging data, we also used delta power

to exclude likely periods of sleep from the wake electrophysiology (Figure S6). In the thirteen analyzed mice, 8.3% of total wake data

was omitted due to putative sleep.

Group-level Phase-frequency Plots
Time series were extracted, in the imaging data, from visual and motor regions of interest (ROIs), shown in Figure 2. Then, in each

5 minute epoch of usable data, ROI time series were filtered into a double-octave frequency bin (0.02-0.08Hz ranging to

1.28-5.12Hz). For each 5 minute epoch and each double-octave frequency bin, the phase relationship between motor and visual

time series was calculated by taking a Hilbert transform of each time series (as in Figure 4E) and computing themedian instantaneous
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phase delay. These phase relationshipswere then averaged first within, then across, sessions as described for the computation of FC

and TD matrices. The same strategy was applied to compute phase-delay matrices for Figure S4.

Group-level Granger Causality (GC)
GC analysis was performed in the time domain using Anil Seth’s GC toolbox (Barnett and Seth, 2014). Time series were extracted, in

the imaging data, from visual and motor ROIs shown in Figure 2. These time series were then filtered into delta (1-4Hz) and ISA

(0.02-0.1) frequency ranges, in anesthesia andwake. As GC does not lend itself to averaging over epochs, we concatenated 5minute

epochs of time series, in each frequency band, over sessions and mice. We then applied time domain GC analysis to these concat-

enated time series in each frequency band, where the auto-regressive model order was set to 150% of the lowest frequency in the

frequency bin (e.g., 75 s for ISA, 1.5 s for delta), as recommended (Barnett and Seth, 2014). Statistically significant GC was found in

every case (p < 0.01). GC results were identical over a range of model orders (75%–175% of the lowest frequency in the frequency

bin). To address possible shortcomings in GC, we also verified that GC results are consistent with simpler, more interpretable metrics

such as phase delays and temporal delays.

Current Source Density
Local field potential recordings can be confounded by the common reference electrode and passive volume conduction. One strat-

egy for reducing the influences of these effects on LFP data is to apply a current source density (CSD) analysis, which amounts to

computing a second spatial derivative over time series data. We computed one-dimensional CSD profiles over our linear recording

arrays (in motor and visual cortices, respectively) using a three-point formula for approximation of the second spatial derivative:

D=
d2f

dx2
z � ½fðx � hÞ � 2fðxÞ+ fðx + hÞ�

h2
; (Equation 4)

where f is the voltage, x is the point at which D is computed, and h is the intercontact spacing on the linear array. For analysis of band-

pass filtered signals, CSD was computed prior to band-pass filtering.

Statistical Significance
The high dimensionality of the presently analyzed data required the use of various non-parametric means for assessing statistical

significance, described below:

(1) Statistical significance of correlations in the FC matrices in Figures 1D and 4B: Statistical significant of individual correlation

values in the FCmatrices computed using standard parametric methodology: by using a two-tailed Student’s t-distribution for

transformed Pearson r values. However, as there are many Pearson r values (dozens to tens of thousands) in each of the FC

matrices, there is amultiple-comparisons problem. To address this issue, we take advantage of the fact that the correlations in

these FC matrices are not independent, and apply the Laplacian estimate of the Bayesian information criterion to the eigens-

pectra of these matrices to determine the underlying dimensionality. On this basis, the underlying dimensionality of the FC

matrices in Figure 1D is found to be 9. We then apply a Bonferroni-correction on model order to determine correlation values

with p < 0.005, demarcated by the asterisk in Figure 1D. The same principle is applied in Figure 4B, except as the experimental

question aims to identify laminar specificity, we use amore conservative approach, applying a Bonferroni-correction on layers

(6*6 = 36; correlation matrices in Figure S4 demonstrate channels within layers are not independent) such that only temporal

correlations with p < 0.001 are shown as significant (themodel order approach only requires amultiple comparisons correction

of 9). We note that the purpose of this computation is not to make any strong claims about FC (which is not the focus of this

paper), but merely to provide an estimate of the most consistent correlation values.

(2) Statistical thresholding of temporal delays in Figures 1E and 4C: Surrogate temporal delays were computed for each pair of

imaging traces/recordings by randomly phase-permuting filtered time series prior computation of lagged correlations, result-

ing in a null-distribution of temporal delays. The empirical distribution of temporal delays between each pair of channels (recall

TD was computed for each mouse over 5-minute epochs) was then compared to the null-distribution with the Kolmogorov-

Smirnov test. To address multiple comparisons, for the TD matrices in Figure 1E, we again computed model order as

described above in (1), and found that the model order of these TD matrices is 9. We then applied a Bonferroni-correction

on model order to determine temporal delay values with p < 0.005, such that non-significant values (of which there are

very few) are shown in gray. For Figure 4C, we applied the same more conservative approach (p < 0.001) as described for

laminar FC matrices in (1) above.

(3) Statistical differences in TDmatrices in Figure 1E: As described in the computation of group-level FC and TDmatrices, group-

level TD matrices are computed by averaging TD matrices computed over 5 minute epochs first within then across mice. To

test for statistical significance between group-level TDmatrices, average TDmatrices from each of the 14micewere randomly

permuted (either over ISA versus delta, or wake versus anesthesia). We then computed a null-distribution of magnitude dif-

ference (Euclidian distance) between surrogate group-level TD matrices. On the basis of this null-distribution, we conclude

that differences in the TD matrices in Figure 1E are statistically significant (p < 0.001), both across ISA versus delta, as well

as across wake versus anesthesia.
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(4) Statistical differences in lag projections in Figure 2A: Same strategy as (1) above, except surrogate group-level TD matrices

were transformed into lag projections (through column-wise means) to produce surrogate group-level lag projections. The

null-distribution was then computed as a vector Euclidian distance between lag projections, treating the images as 1-dimen-

sional vectors (e.g., one number per brain pixel). On the basis of this null-distribution, we conclude that differences in the lag

projections in Figure 2A are statistically significant (p < 0.001), both across ISA versus delta, as well as across wake versus

anesthesia.

(5) Statistical differences in FC and TDmatrices in Figures 4B and 4C: Precisely the same approach outlined in (1) above, applied

to electrophysiology FC and TD matrices.

(6) Statistical approach in Figure 2D: The shaded regions show the 95% confidence intervals around the median value of the

instantaneous phase delay between visual and motor cortices across double-octave frequency bins.

(7) Statistical significance of phase-amplitude coupling (PAC) in Figures 4E and 4F: The null-hypothesis for the phase-amplitude

histograms shown in Figure 4F is a uniform distribution. Therefore, we tested for significant PAC by using the Kolmogorov-

Smirnov test to compare the empirical PAC histograms to a uniform distribution, resulting in a p value < 0.001.We also applied

a second permutation-based test of PAC usingmodulation index as described in Canolty et al. (2006). In essence, PAC can be

thought of as a vector on a circle depicting a preferred phase relationship between a pair of signals; the length of this vector is

the modulation index. By randomly permuting the underlying signals, a surrogate PAC vector is computed, along with its

length (e.g., a surrogate modulation index). The null-distribution of surrogate modulation indices provides a test of statistical

significance. By this measure as well, the presently observed PAC (imaging and electrophysiology) is highly significant

(p < 0. 001).
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