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Abstract
Behavior is guided by previous experience. Good, positive outcomes drive a repetition of a previous behavior or choice, whereas
poor or bad outcomes lead to an avoidance. How these basic drives are implemented by the brain has been of primary interest to
psychology andneuroscience.We engaged animals in a choice task inwhich the size of a reward outcome strongly governed the
animals’ subsequent decision whether to repeat or switch the previous choice. We recorded the discharge activity of neurons
implicated in reward-based choice in 2 regions of parietal cortex.We found that the tendency to retain previous choice following
a large (small) reward was paralleled by a marked decrease (increase) in the activity of parietal neurons. This neural effect is
independent of, and of sign opposite to, value-based modulations reported in parietal cortex previously. This effect shares the
same basic properties with signals previously reported in the limbic system that detect the size of the recently obtained reward
to mediate proper repeat-switch decisions. We conclude that the size of the obtained reward is a decision variable that guides
the decision between retaining a choice or switching, and neurons in parietal cortex strongly respond to this novel decision
variable.
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Introduction
Operant behavior rests on experienced outcomes (Thorndike
1898, 1911; Skinner 1963; Tversky and Kahneman 1986). Accord-
ing to the law of effect, when an outcome is favorable, animals
and humans tend to repeat the previous behavior or choice.
When an outcome is bad (insufficient or negative), animals and
humans tend to avoid the previous behavior or choice, and gen-
erate an alternative behavior or choice (Thorndike 1927; Skinner
1953; Lerman and Vorndran 2002; Seo and Lee 2009; Kubanek,
Snyder et al. 2015).

A central interest of neuroeconomics, behavioral psychology,
and systems neuroscience has been how these behavioral ten-
dencies are implemented at the neuronal level. To this end,
many studies have engaged animals in relatively complex tasks

in which the outcomes of several past trials predicted the out-
come of the current trial. Based on the outcome history, an
animal could, according to a particular stimulus schedule or a
particular internal behavioral model (Rescorla and Wagner 1972;
Sutton and Barto 1998a; Niv 2009), predict the presence or ab-
sence of a reward. Neurons in several regions of the brain in-
crease their activity when a high value is anticipated to result
from a particular choice (Platt and Glimcher 1999; Roesch and
Olson 2003; Dorris and Glimcher 2004; Sugrue et al. 2004, 2005;
Samejima et al. 2005; Lau and Glimcher 2008).

The value of an option is critically based on the outcome ex-
perienced from choosing that option. Characterizing the neural
signatures of each behavioral outcome would greatly facilitate
the study of the neuronal drives that underlie the law of effect.

© The Author 2015. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com

Cerebral Cortex, 2017;27: 447–459

doi:10.1093/cercor/bhv230
Advance Access Publication Date: 21 October 2015
Original Article

447

January

D
ow

nloaded from
 https://academ

ic.oup.com
/cercor/article/27/1/447/3056219 by W

ashington U
niversity School of M

edicine Library user on 23 August 2020

http://www.oxfordjournals.org


In this regard, in tasks in which animals gamble for a reward, it
has been found that many neurons in frontal structures, includ-
ing the dorsomedial frontal cortex, dorsolateral prefrontal cortex,
the anterior cingulate, supplementary eye fields, and in parietal
cortex, including the lateral intraparietal area (LIP), distinguish
between rewarded and unrewarded choices (Seo et al. 2007,
2009; Seo and Lee 2009; Abe and Lee 2011; Kennerley et al. 2011;
So and Stuphorn 2012; Strait et al. 2014). In multiple regions of
the striatum, neurons encode the size of the anticipated reward,
and some of these neurons respond to the reward outcome itself
(Hassani et al. 2001; Cromwell and Schultz 2003). An effect of re-
ward outcome has also been found in the cingulate motor areas
(CMAs) in a task in which a reduced reward size was associated
with a switch in choice (Shima and Tanji 1998).

Here we investigate the neuronal effects of a behavioral out-
come in a simple choice task in which the size of each outcome
had a strong effect on animals’ tendency to repeat or switch
their previous choice. In this task, we recorded responses of neu-
rons in parietal cortex. Parietal neurons have been shown to en-
code reward-related variables, such as the size of a reward, the
probability of a reward, the desirability associated with a given ac-
tion, or whether a choice was rewarded or not (Platt and Glimcher
1999; Dorris and Glimcher 2004; Musallam et al. 2004; Sugrue et al.
2004; Kable and Glimcher 2009; Seo et al. 2009). A large reward
increases the probability of repeating the previous choice, and so
it could be expected that neurons with response fields (RFs)
representing that choice may show an elevation in activity (Platt
and Glimcher 1999; Dorris and Glimcher 2004; Musallam et al.
2004; Sugrue et al. 2004). Alternatively, a large reward reduces
the drive to explore alternatives, which may lead to a decrease
in the neuronal activity (Shima and Tanji 1998).

We investigate the effect of the size of obtained reward on
parietal firing rate and behavior using the data of Kubanek and
Snyder (2015a).

Materials and Methods
Subjects

We trained 2 male rhesus monkeys (Macaca mulatta, 7 and 8 kg) to
make a choice between 2 visual targets based on the reward
obtained from each target. The animals made the choice using
either a saccade or a reach. In both monkeys, we recorded from
the hemisphere that is contralateral to the reaching arm. All pro-
cedures conformed to theGuide for theCare andUse of Laboratory
Animals andwere approved by theWashingtonUniversity Institu-
tional Animal Care and Use Committee.

The animals sat head-fixed in acustomdesignedmonkey chair
(Crist Instrument) in a completely dark room. Visual stimuli were
back-projected by a CRT projector onto a custom touch panel
positioned 25 cm in front of the animals’ eyes. Eye position was
monitored by a scleral search coil system (CNC Engineering).

Task

The animal first fixates on and puts his hand on a purple central
target (a square of 1 × by 1 visual degrees). After 120 ms, 2 white
targets appear, one in the RF of the recorded neuron and one at
the opposite location. At the same time, the central target changes
color randomly to either red or blue. After a variable delay of 800–
1600ms, the central target disappears, thus cueing the animal to
move. To receive a drop of liquid reward, the animal must make a
saccade or a reach (if the central target is red or blue, respectively)
towithin 6 visual degrees of the chosen target. Trials in which the

animal moved the wrong effector, moved prematurely, or moved
inaccurately were aborted and not subsequently analyzed.

Critically, in this task, each target is associated with a reward
on each trial. The reward consists of a drop of water, delivered
by the opening of a valve for a particular length of time. The asso-
ciated rewards have a ratio of either 3:1 or 1.5:1. The ratio is held
constant in blocks of 7–17 trials (exponentially distributed with a
mean of 11) and then changed to either 1:3 or 1:1.5. The time
that the reward valve is held open is drawn froma truncated expo-
nential distribution that ranges from 20 to 400 ms. The mean of
the exponential distribution differs for each target and depends
on the reward ratio for that block. For a reward ratio of 1.5:1 (3:1),
the means for the richer and poorer target are 140 and 70 ms
(250 and 35 ms), respectively (truncating these distributions
between 20 to 400 ms leads to the desired 1.5:1 (3:1) ratios of
mean rewards). The distributions of the reward values actually
chosen by the monkeys are shown in Figure 2D. This randomiza-
tion prevented the animals from stereotypically choosing the
more valuable option. To help prevent animals from overlearning
the specific distributions of reward durations, we further rando-
mized reward delivery for any chosen target by multiplying
valve open times by a value between 80% and 120%. This value
was changed on average every 70 trials (exponential distribution
truncated to between 50 and 100). An auditory cue was presented
to the monkeys during the time the valve was open.

Electrophysiological Recordings

We lowered glass-coated tungsten electrodes (Alpha Omega,
impedance 0.5–3 MΩ at 1 kHz) 2.8–10.8 mm below the dura into
LIP, and 2.1–11.6 mm below the dura into parietal reach region
(PRR). We detected individual action potentials using a dual-win-
dow discriminator (BAK Electronics). A custom program ran the
task and collected the neural and behavioral data. Anatomical
magnetic resonance scans were used to localize the lateral and
medial bank of the intraparietal sulcus. We next identified a re-
gion midway along the lateral bank containing a high proportion
of neurons with transient responses to visual stimulation, strong
peri-saccadic responses, and sustained activity on saccade trials
thatwas greater or equal to that on reach trials (LIP); and a second
region towards the posterior end of themedial bank containing a
high proportion of neurons with transient responses to visual
stimulation and sustained activity that was greater on reach
than saccade trials (PRR). The requirement of sustained activity
was considered as one of the defining properties of areas LIP
and PRR. Once a cell was isolated, we characterized its RF. Specif-
ically, we tested responses to targets at one of 8 equally spaced
polar angles and 2 radial eccentricities (12 or 18 visual degrees),
and defined the RF by the direction and eccentricity that elicited
the maximal transient response from a given neuron. We re-
corded from cells that showed maintained activity during the
delay period for either a saccade or a reach (about half of all
cells in LIP and in PRR). We recorded as many trials in the main
task as possible (an average of 340 valid trials per cell). We re-
corded from 40 LIP neurons and 31 PRR neurons in monkey A,
and from 20 LIP neurons and 34 PRR neurons in monkey B.

Desirability of the RF Target

We inferred the desirability of each target based on the animals’
behavior in this task (Platt andGlimcher 1999; Dorris andGlimcher
2004; Sugrue et al. 2004). To do so, we applied a reinforcement-
learning model (Sutton and Barto 1998b; Seo and Lee 2009). In
the reinforcement-learningmodel, on every trial t, the desirability
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of the RF target is defined as the difference between the value
function assigned to the RF target, Vt(o), and the value function
assigned to the opposite target, Vt(o′):

Desirability ¼ VtðoÞ � Vtðo0Þ:

The value function of a selected option o on trial t, Vt(o), is
updated according to a learning rule:

VtðoÞ ¼ αVt�1ðoÞ þ ð1� αÞrt�1;

where Vt−1(o) is the value function of option o on previous trial,
rt−1 is the reward received on the previous trial, and α denotes
the learning rate. The value function of the unchosen option, Vt

(o′) is not updated.
The probability of choosing the RF option o is then a logistic

function of the desirability:

PðoÞ ¼ 1
1þ expð�βðdesirabilityþ EÞÞ

Here β is the inverse temperature parameter and E is an intercept
to account for fixed biases for one target over the other. We used
separate intercepts for each effector.

The parameters α, β, and the 2 intercept terms were fitted to
behavioral data obtained when recording from each cell using
the maximum likelihood procedure, maximizing the log likeli-
hood criterion (L):

L ¼ Σt ln PtðoðtÞÞ

where Pt(o(t)) is, as given above, the probability of choosing option
o(t) on trial t (note that Pt(o(t)) = 1 − Pt(o′(t))).

We fitted separate reinforcement-learning model coefficients
to account for the behavioral data obtained while recording from
each of the parietal neurons. This gave α = 0.13 ± 0.086 and
β = 0.021 ± 0.0063 (mean± SD, across all neurons).

Thismodel accounted for themacroscopic choice behaviorand
to a degree also for themicroscopic (trial-by-trial) choice behavior
(Kubanek and Snyder 2015a,b), performed similarly as alternative
models (Platt and Glimcher 1999; Dorris and Glimcher 2004;
Sugrue et al. 2004, 2005), and, critically, the modeled RF target de-
sirability reproduced the previous findings (Platt and Glimcher
1999; Dorris and Glimcher 2004; Sugrue et al. 2004) that parietal
neurons increase theirfiringwith increasing RFdesirability (Fig. 6).

A More Complex Model

The randomization of the reward size in each trial was imposed
and adjusted over the course of training so that animals could not
anticipate the time of a reward ratio transition. Indeed, our ana-
lyses of these data confirmed that the animals’ behavior did not
exhibit an appreciable anticipation of a ratio transition (Kubanek
and Snyder 2015a,b). This is apparent in Figure 1B of Kubanek and
Snyder 2015b, inwhich prior to a ratio transition (trial 0), the aver-
age choice proportions are constant across trials. An anticipation
of a transition would manifest itself as a rising ramp in the aver-
age choice proportions prior to the actual transition. No such
rising ramp is observed.

Furthermore, the reinforcement-learning model captures the
behavioral dynamics prior to and following a transition verywell.
This is demonstrated in Figure 4B of Kubanek and Snyder 2015a,

in which the monkeys’ behavior (solid lines) and the model’s
behavior (dashed line) are closely matched.

Nonetheless,we tested amore complexmodel that has explicit
knowledge about the transition statistics. Following repeated
choices, the model encourages a switch by decreasing the prob-
ability of choosing the same option. This probability, hs, matches
the transition statistics of the task (i.e., hs is the hazard rate func-
tion corresponding to an exponential distribution with the mean
equal to 11 trials and trimmed between 7 and 17 trials). This
switch tendency is incorporated into the model as follows:

PðoÞ ¼ 1
1þ expð�βðdesirabilityþ EÞÞ � γhsðoÞ

The additional parameter, γ, is fitted to the data in the sameway
as the parameter fits described for the simpler model.

As expected—given the lack of appreciable signs of transition
anticipation—this more complex model performed only margin-
ally better than the simpler model (correlation between the
model’s predictions, P(o), and the animals’ choices: r = 0.56 for
the simpler model, r = 0.58 for the more complex model). We
therefore used the simpler model.

Results
We engagedmonkeys in a reward-based choice task in which ani-
mals chose between 2 targets (Fig. 1). One target offered, in blocks
of 7–11 trials, a higher averagemean reward than the other target.
Critically, the delivered reward varied from trial to trial, even for
choices of the same target. In particular, the open times of the
valve that delivered liquid reward were drawn from one of 2 expo-
nential distributions, depending on which target was selected
(see Materials and Methods).

As expected (Neuringer 1967; Rescorla and Wagner 1972; Leon
and Gallistel 1998; Platt and Glimcher 1999; Schultz 2006), the ani-
mals’ choice behavior in this task was highly sensitive to the size
of the reward that was delivered on the preceding trial (Fig. 2A).
When animals obtained a large reward (valve open duration
>160 ms), the animals almost always repeated their previous
choice (probability to switch equal to 0.04). In contrast, when the
obtained reward was small (valve open duration <80 ms), the ani-
mals often avoided their previous choice and acquired the other
target instead (probability to switch equal to 0.52). We quantified
the relationship between the tendency to stay versus switch and
the obtained reward by first normalizing the obtained reward so
that most of its values lie between 0 (2.5 percentile of the reward
sizes) and 1 (97.5th percentile). We then fitted a slope to the rela-
tionship between the binary variable indicating that a switch

Figure 1. Choice task with variable reward size. Animals first fixated and put their

hand on a central target. Following a short delay, 2 targets appeared in the

periphery. One target was placed in the RF of the recorded neuron, the other

target outside of the RF. The animals acquired one of the targets with either an

eye or hand movement, depending on whether the central cue was red or blue,

respectively. Each choice was followed by th delivery of a liquid reward of a

particular size (see text).
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occurred and the normalized reward. The slope was −0.85
and −0.75 in monkey A and B, respectively, and the slopes were
highly significant (P < 0.0001, monkey A: t27, 406 =−80.0; monkey
B: t20, 889 = −60.7). The animals’ behavior was similar around the
time of a reward ratio transition (transition trial and 3 following
trials; slope: −0.81, P < 0.0001, t18, 112 = −58.7) and nontransition
trials (all other trials; slope: −0.79, P < 0.0001, t31, 091 =−81.2). We
also quantified the relationship between the obtained reward
size on the tendency to switch on an individual trial basis. In par-
ticular, the Pearson’s correlation between the obtained reward
size and the binary switch variable in each trial is r = 0.42 ± 0.06
(mean± SD, 125 sessions). These analyses indicate that the reward
size informed each subsequent decision whether to repeat or
switch the previous choice.

Due to the sensitivity of our animals to the reward size in this
task, animals switched from one target to another often (Fig. 2B),
on average about every third trial (probability of switching,
P = 0.31). The stay duration histogram was well approximated
by an exponential (Fig. 2B), which suggests (though it does not
prove) that the choice an animal made on a given trial was inde-
pendent of the choice the animal made on the previous trial.

The reward sizemodulated the choice reaction time (RT) in an
unexpected way. The larger the reward on the previous trial, the

longer it took to make a choice on the subsequent trial (Fig. 2C).
The slopes of the relationship between the RT and the normal-
ized reward were 76.9 and 22.3 ms per the reward range in mon-
key A and monkey B, respectively, and the slopes were highly
significant (P < 0.0001, monkey A: t27, 406 = 25.6; monkey B: t20, 889 =
7.0). Importantly, the effect persisted when we considered only
“stay” trials (monkey A: 88.4 ms per reward range, P < 0.0001,
t18, 895 = 24.8; monkey B: 21.2 ms per reward range, P < 0.0001,
t14, 445 = 5.9) and when we considered only “switch” trials (mon-
key A: 86.1 ms per reward range, P < 0.0001, t85, 09 = 8.1; monkey
B: 66.0 ms per reward range, P < 0.0001, t64, 40 = 6.1). This rules
out the possibility that the animal is faster after a small reward
because it switches its choice and anticipates, as a result of the
switch, a larger reward. Many studies have shown that choosing
an option associated with a larger “anticipated” reward typically
results in a faster RT (Stillings et al. 1968; Hollerman et al. 1998;
Tremblay and Schultz 2000; Cromwell and Schultz 2003; Roesch
and Olson 2004). However, to our knowledge, previous studies
have not investigated the effect of previous reward size on the
subsequent RT. Our result therefore constitutes a novel effect of
reward size on behavior.

The large effect that the reward size exerts on choice behavior
suggests a correspondingly large effect on neuronal activity in
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brain regions that are implicated in valuation and choice. We
recorded from 2 such regions in the parietal cortex—the LIP and
the PRR. These regions encode reward-related decision variables
in tasks in which animals maymove either to a target within the
RF of the recorded neuron or to a target outside of the RF (Platt
and Glimcher 1999; Dorris and Glimcher 2004; Musallam et al.
2004; Sugrue et al. 2004). LIP activity is more strongly modulated
by choices made using saccades, whereas PRR activity is more
strongly modulated by choices made using reaches (Calton
et al. 2002; Dickinson et al. 2003; Cui and Andersen 2007). We col-
lapsed the data over both choice effectors; in Figure 7 we investi-
gate the effector specificity of the main effect reported in this
study. We recorded activity of a total of 125 neurons in this task
—60 neurons in LIP and 65 neurons in PRR.

We found that the size of the previous reward strongly modu-
lates subsequent neuronal activity (Fig. 3). The effect points in a
surprising direction (Fig. 3A). Small rewards (red) were followed
by high activity, whereas large rewards (blue) were followed by
low activity. We further normalized the neuronal activity by
subtracting the mean discharge rate of each neuron, measured
between the time of the reward offset and movement, before

averaging the activity over the neurons (Fig. 3B). The relatively
small standard errors of the normalized mean activity (shading
in Fig. 3B) indicate that reward size contributes with significant
information to the discharge activity of parietal neurons.
A significant distinction between the effects of small and large re-
wards (P < 0.01, two-sample t-test) is observed at 209 ms follow-
ing the reward delivery offset. The difference prevails
throughout the trial until it loses significance (P > 0.01) at
299 ms preceding the next response.

We quantified the effect of reward size on subsequent neur-
onal activity by computing the slope of the line fitted to the rela-
tionship between the rawneuronal discharge rate and the reward
size (again normalized between 0 [2.5th percentile of the reward
sizes] and 1 [97.5th percentile]). We performed this regression for
discharge activity measured in 300 ms windows sliding through
the trial by 50 ms (Fig. 3C). The figure confirms the impression
of Figure 3A,B that the effect of the reward magnitude emerges
soon following the reward delivery. Specifically, the effect gains
significance (P = 0.0048, t-test, n = 125) in the window centered
at 150 ms following the reward delivery offset. The effect reaches
a maximum (−5.7 sp/s per the reward size range) in the window
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centered at 300 ms following the target onset. The effect vanishes
(P = 0.065) in the window centered at 150 ms preceding the
movement.

We quantified the effect of reward size for each individual
neuron. To do that, we measured the discharge rate in the inter-
val starting with the target onset and endingwith the go cue, and
computed the modulation (slope) of the discharge rate by the
normalized reward size. The resulting distribution of the slopes
over the individual neurons is shown in the inset of Figure 3C.
The plot further corroborates the finding that the reward size
has a strong negatively signed effect on the neuronal activity.
The mean of the distribution (triangle above the distribution) is
a −4.6 sp/s decrease of discharge activity over the range of the
reward sizes. This effect is significant (P < 0.0001, t124 = −7.5;
monkey A: −5.6 sp/s, P < 0.0001, t73 = −6.4; monkey B: −3.1 sp/s,
P < 0.001, t50 = −4.1). A majority of the recorded neurons (98/125,
78%) showed a decrease of activity with the increasing reward
size, and the effect was significant (significance of slope, P < 0.05,
t-statistic) in a majority (56%) of these 98 neurons (black portions
of the histogram). Within the 27 (22%) neurons which showed an
increase of activity with increasing reward size, the effect was
significant in only 33% of cases. The mean effect for all neurons
that encoded reward size significantly (64/125, 51%) was a
−7.5 sp/s decrease of discharge activity over the range of the

reward sizes (P < 0.0001, t63 = −7.5). For these neurons, the effect
of reward size reached an average of −9.5 sp/s in thewindow cen-
tered at 300 ms following the target onset (P < 0.0001, t63 =−7.6).

The size of the obtained reward only influenced activity in the
immediately following trial. Therewas no persistent activity over
multiple trials, such as 2 trials following a reward (P = 0.087,
t124 =−1.73).

We compared the effect of reward size on the choice behavior
with its effect on the neuronal activity (Figure 3D). There is a
match between the effect of reward size on the probability to
switch choice (black) and the discharge rate (green). The larger
the obtained reward, the less likely the animals were to switch
their choice, and the less vigorously parietal neurons fired action
potentials.

Next, we demonstrate the effect separately for LIP and PRR
(Fig. 4). This figure rests on the same analyses as those performed
in Figure 3. The histograms are now shown in a separate panel C,
and the data are displayed separately for LIP (left column) and
PRR (right column). The figure reveals that the effect is present
in both areas, and to a similar extent. Perhaps the most salient
difference between LIP and PRR is that regarding the raw dis-
charge activity (Fig. 4A). LIP is much more responsive to the
onset of the choice targets, indicated by time 0 in the middle
panel (Kubaneket al. 2013). However, the dynamics of the grading
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of neural activity due to the reward size (the individual colored
traces in Fig. 4A) are similar in both LIP and PRR. This is apparent
in Figure 4B. In both LIPandPRR, the effect rises gradually through-
out the trial, reaches a peak briefly following the target onset (in
the window centered at 200 [500] ms following target onset in
LIP [PRR]), and vanishes shortly prior to a movement. Quantified
in the same interval as previously (Fig. 4C), the effect in LIP (PRR)
is a −4.7 (−4.4) sp/s decrease in neuronal activity over the range
of the reward size,which is significant inbothareas (LIP: P < 0.0001,
t59 =−4.4; PRR: P < 0.0001, t64 =−6.8). There is no significant differ-
ence between the effect in the 2 areas (P > 0.83, t-test).

Prior studies have shown an effect of previous reward size
that is linked to choice effects in the current trial (Platt and Glim-
cher 1999; Dorris and Glimcher 2004; Sugrue et al. 2004). We
tested whether this previous result might explain the current
data. In these studies, a larger reward on the previous trial
leads to higher firing rates when, on the current trial, a target in-
side the RF is chosen, and leads to lower firing rateswhen a target
outside the RF is chosen. We tested whether this prior result
might explain the current data. Based on these prior studies,
we would expect different results for stay trials in which both
choices are inside the RF and stay trials in which both choices
are outside the RF. When both choices are outside the RF, firing
should vary inversely with the previous reward size. This is pre-
sumably because a large reward obtained for an out of RF choice
increases the probability of repeating that choice (Fig. 2A), and a
high probability ofmaking an out of RF choice is associatedwith a
decrease in activity (Dorris andGlimcher 2004; Sugrue et al. 2004).
In fact, this was the case (Fig. 5, right column; mean, −3.9 sp/s, P
< 0.0001, t124 =−5.9). In contrast, when both choices are in the RF,
the prior studies suggest that firing should vary in proportion to
the previous reward size. This is presumably because a large re-
ward obtained for a RF choice increases the probability of repeat-
ing that choice (Fig. 2A), and a high probability of making a RF
choice is associated with an increase in activity (Platt and Glim-
cher 1999; Dorris and Glimcher 2004; Sugrue et al. 2004). We in-
stead observed a decrease (Fig. 5, left column; mean, −3.7 sp/s,
P < 0.0001, t124 = −5.3). Thus, the effects of the previous reward
size on subsequent firing rate cannot be explained by the prior
report of value-related effects. This is not to say that the prior
effect did not also occur. An analysis further below show that
the two effects are independent of each other.

We also separately analyzed the effect of reward size in trials
in which the animals switched choices, separately for switches
into the RF and switches out of the RF (Fig. 5C, lower plots).
Because switches occurred only in about a third of trials, this ana-
lysis may have limited power. Nonetheless, the same strong ef-
fect of reward size was observed for switches into the RF (lower
left; mean, −6.3 sp/s, P = 0.0027, t124 = −3.1). The effect for
switches out of the RFwas half as large and in the opposite direc-
tion (mean, 3.5 sp/s, P = 0.018, t124 = 2.4). This likely reflects, at
least in part, the coding of the reward-based quantities reported
previously (Platt and Glimcher 1999; Dorris and Glimcher 2004;
Sugrue et al. 2004). In this framework, a switch out of the RF is
likely to occur when the RF reward is small and so when an ani-
mal expects that the out of RF target could be richer. A previous
study (Sugrue et al. 2004) showed that when animals expect a
large reward for a choice out of the RF, LIP neurons strongly sup-
press their activity. This way, a small reward obtained for the RF
choice could lead to a strong suppression, i.e., the reward size
could show a positive correlation with firing. This effect may
partially override the effect of the reward size in this case.

We summarize the contribution of the individual variables
considered above in a multiple regression analysis. In this

analysis, the individual variables, and their interactions, figure in
a linear regressionmodel on the neuronal activity. The first factor
was the primary effect reported in this study, “reward size”. The
second factor is a reward-based decision variable, the “RF target
desirability” (Dorris and Glimcher 2004) (Materials and Methods).
This variable has been found to positively correlate with parietal
activity in previous studies (Platt and Glimcher 1999; Roesch and
Olson 2003; Dorris and Glimcher 2004; Sugrue et al. 2004, 2005;
Kubanek and Snyder 2015b). In our study, the Pearson’s correl-
ation between desirability and the animals’ binary choices (left
or right target) in each trial is r = 0.56 ± 0.07 (mean ± SD, 125 ses-
sions). Third, the binary variable whether an animal will select
the same option of switch options (“switch”) could have leverage
on the neural activity. Fourth, there may be a neural effect of
whether the animals were to chose the RF or the antiRF target
(Fig. 5). We therefore considered the binary variable “choice” as
an additional factor. Fifth, the neural effect could in part be ex-
plained by the animals’ RT, because the reward magnitude posi-
tively correlated with the RT (Fig. 2C), and because parietal
movement planning activity can decrease with increasing RT
(Snyder et al. 2006). We included these factors and the important
interactions (reward size × switch, reward size × choice, switch ×
choice) as additional regressors on the discharge rates of each cell
on each trial. As in the previous analyses, the discharge rates
were measured in the interval from the target onset to the go
cue onset.

Figure 6 shows the weights of the individual factors in this
linear model, computed separately for each cell. This analysis re-
veals that the effect of reward size (blue, mean weight, −2.3 sp/s)
is significant (P = 0.0021, t124 = −3.2, two-sided t-test) even after
accounting for multiple additional factors. This effect therefore
cannot be simply explained by these additional factors.

The largest effect was due to choice (brown; −10.6 sp/s, P <
0.0001, t124 = −15.4). This effect is not surprising given that we
specifically recorded from neurons that showed higher firing
rates for movements directed into the RF compared with move-
ment directed out of the RF (Materials and Methods).

Previous studies have shown that parietal neurons increase
their activity with high reward (desirability) associated with the
target placed in the RF (Platt and Glimcher 1999; Roesch and
Olson 2003; Dorris and Glimcher 2004; Musallam et al. 2004;
Sugrue et al. 2004, 2005). We replicated this finding (green bar in
Fig. 6, +2.3 sp/s, P < 0.001, t124 = 3.6). The finding that both the effect
of reward size and RF target desirability have significant leverage
on theneural signal suggests that these factors describe independ-
ent phenomena. The idea that the effects of reward size and RF
target desirability are independent phenomena is further sup-
ported by the finding that these factors point in the opposite direc-
tion, and the fact that the effect of reward size remains largely
unchanged even if RF target desirability (green bar) is excluded
from the regression (−3.6 sp/s, P < 0.0001, t124 =−5.5).

The effects of choice and desirability are consistent with our
previous findings (Kubanek and Snyder 2015b), in which the ef-
fects of the “reward size” and its cross terms were not analyzed.

Furthermore, there was a significant interaction between the
reward size and choice (−3.3 sp/s, P < 0.001, t124 =−3.6). This inter-
action captures the previous observation that reward size is en-
coded differentially for choices of the RF target and choices of
the antiRF target (Fig. 5).

All the other factors or interactions considered in this analysis
were nonsignificant (P > 0.05). Of particular interests is the lack of
an effect (P = 0.42, t124 = 0.8) of switch, the binary variable indicat-
ing whether an animal was going to switch its choice or not.
While the reward size and the tendency to switch are
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confounded with one another (Fig. 2A), the correlation is only
r = −0.41, so that the regression analysis can separate out the
effects of these two factors. From this, we can conclude that it
is the reward size—and not the plan to switch—that is encoded
in the neural activity.

Wevalidated the independence of desirability and reward size
(Fig. 6) also at the behavioral level. To do so, we regressed the RF
target desirability and the reward size on the binary variable

whether the animals were going to switch choice or not. In this
analysis, the normalized RF target desirability (value between 0
and 1) was re-formulated, without changing its explanatory
power, such that instead of explaining the animals’ choices (RF
versus antiRF option), it explained whether the animal was
going to stay or switch (i.e., it explained animals’ choices relative
to the previous trial). The weights assigned to the two factors in
this regression were highly significant for both factors
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(desirability:
P < 0.0001, t124 = 70.7; reward size: P < 0.0001, t124 = −5.7). Thus,
RF target desirability and reward size are independent also at
the behavioral level. It is possible that other forms of RF target
desirability might influence this particular result. Nonetheless,
notably, RF target desirability and reward size are distinct at the
fundamental behavioral level: RF target desirability quantifies
animals’ tendency to choose the RFoption or the opposite option,
whereas reward size is a relativistic variable, informing the
animal whether it should stay or switch. This simple decision
variable might be of utility in foraging environments in which
the reward associated with each option is difficult to predict.

Finally, we investigated whether the effect of reward size is a
function of the effector (saccade, reach) with which the animals
made a choice. We first investigated the behavioral effects
shown in Figure 2A,C, separately for each effector. The slope of
the relationship between the binary variable indicating whether
a switch occurred and the normalized reward (Fig. 7A) was −0.79
and−0.82 for saccade and reach trials, respectively, and the slopes
were highly significant (P < 0.0001). The slopes of the relationship
between the RT and the normalized reward (Fig. 7B) were 27.3 and
76.1 ms per the reward range for saccade and reach trials, respect-
ively, and the slopes were highly significant (P < 0.0001). Figure 7C
shows the neural effects, separately for each effector. The figure
demonstrates that both LIP and PRR encode the reward size during
both plans to make a saccade and a reach (LIP saccades: mean
−5.2 sp/s, P < 0.0001, t59 =−4.6; LIP reaches: −4.1 sp/s, P < 0.001,
t59 = −3.7; PRR saccades: −2.2 sp/s, P = 0.0018, t64 =−3.3; PRR
reaches:−6.8 sp/s, P < 0.0001, t64 =−7.2). Interestingly, nonetheless,
the effect in PRR was significantly larger for reaches compared
with saccades (mean difference, 4.6 sp/s) and this difference was
highly significant (P < 0.0001, t124 = 4.6). The finding that the effect
of reward size is largeron reach trials comparedwith saccade trials
in PRR suggests that the effect of reward size is not a general
response to the received reward, but instead has to do with a
particular behavior and a particular parietal area.

Discussion
Deciding whether to keep with the current option or switch to an
alternative based on the previous outcome is an important be-
havioral capability in both the animal kingdom and in human
settings. Surprisingly, little is known about the neural

mechanisms underlying this basic behavioral drive. Many previ-
ous studies used relatively complex reward-based decision tasks
in which they concentrated on modeling the expected value of
the available options (Rescorla and Wagner 1972; Sutton and
Barto 1998a; Platt and Glimcher 1999; Dorris and Glimcher 2004;
Sugrue et al. 2004, 2005; Samejima et al. 2005; Niv 2009; Kubanek
and Snyder 2015b). The rich task structures and the model com-
plexities somewhat complicate a focused study of the neural ef-
fects of each individual outcome.

Nonetheless, a few studies asked the simpler question of how
each individual outcome contributes to the immediately follow-
ing switching behavior and neural activity. A pioneering study in
this direction was the study of Shima and Tanji (1998). In this
study, monkeys selected one of two hand movements based on
the amount of the immediately preceding reward. In this task,
themonkeys kept choosing the samemovement until the reward
delivered for thatmovement was reduced; a trial or two following
this reduction, the animals switched to produce the alternative
movement. It was found, akin to what we report here, that a
reduction of the reward induced a substantial increase of the ac-
tivity of neurons in the regions of interest, the CMAs. In the ros-
tral parts of the CMA (CMr), this effect was for many cells
contingent upon switching the choice on that trial. Ventral
parts of the CMA predominantly showed signals governing
whether animals were going to switch or not. Silencing the CMr
with muscimol impaired the proper switching behavior based
on the experienced reward. It therefore appears that CMA is crit-
ical in properly parsing the information about the reward out-
comes, for the purpose of making a proper choice leading to a
higher reward.

In line with that study, in our study, obtaining a small reward
resulted in a tendency to switch, and in an increase of neural ac-
tivity. However, in parietal cortex, comparedwith CMA,we did not
find signals related to the actual plan to switch (Fig. 6, “switch”).
Thus, it appears that parietal cortex only reflects the reward-
based decision variable guiding the decision whether to stay or
switch. The command that dictates whether to stay or switch ap-
pears to be present in other brain regions. The regions in which
such signals have been reported include the CMA (Shima and
Tanji 1998), the pre-supplementarymotor area (pre-SMA) (Matsu-
zaka and Tanji 1996; Isoda and Hikosaka 2007), and the anterior
cingulate cortex (Quilodran et al. 2008). Neurons in these areas
collectively show elevated activity on switch relative to stay trials.
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Furthermore, electricalmicrostimulationof theposteriorcingulate
and the pre-SMA (Isoda and Hikosaka 2007; Hayden et al. 2008) in-
creases the likelihood of switching, therefore suggesting a casual
role of these regions in switching behavior. Together, this evidence
suggests that regions associated with the cingulate cortex, includ-
ing the posterior cingulate and the CMAs, are important inmediat-
ing the decision between retaining the current choice or switching,
based on the reward outcome. Given that ventral posterior cingu-
late cortex is reciprocally connected with the caudal part of the
posterior parietal lobe (Cavada and Goldman-Rakic 1989a,b), it is
likely that the effect that we report is of the same kind.

An analysis of a previous study indicates that reward size de-
creases neuronal activity also in frontal cortex (Seo and Lee
2009). In that study, gains induced choice repetition while losses
induced choice avoidance (switch). Out of the 138 neurons pooled
over dorsomedial frontal cortex (DMFC), dorsolateral prefrontal
cortex (DLPFC), and dorsal anterior cingulate cortex that signifi-
cantly encoded gain, 82 (59.4%) significantly decreased their firing
following a gain (Table 2). This proportion is significantly different
from 50% (P = 0.033, two-sided proportion test with Yates’ correc-
tion). The effect was particularly evident in DMFC and DLPFC: in
these 2 regions, 61 out of 91 (67%) of neurons that significantly en-
coded gain decreased their activity following a gain (and this pro-
portion is significantly different from 50%, P = 0.0017).

We discuss specific candidatemechanisms thatmight under-
lie the effect.

One of the prominent engagements of parietal neurons are
processes related to spatial attention or intention (Colby et al.
1996; Snyder et al. 1997; Gottlieb et al. 1998; Bisley and Goldberg
2003; Goldberg et al. 2006; Liu et al. 2010; Kubanek, Li, et al.
2015). The effect of reward size we report could therefore
conceivably reflect an allocation of neuronal resources. In par-
ticular, high reward could increase attention or promote an
intention related to a given target, and this increase in atten-
tion or intention could result in turn in an increase in the
activity related to that target (Maunsell 2004; Schultz 2006).
We observe instead a decrease of neuronal activity following
high reward, regardless of whether the animal is about to
choose the RF or the antiRF target (Fig. 5). Thus, it is difficult
to explain the effect that we see asmediated by either attention
or intention.

Previous studies showed that midbrain dopamine neurons
signal the discrepancy between actually obtained and expected
reward, the so-called reward prediction error (RPE) (Schultz
et al. 1997; Bayer and Glimcher 2005). Our effects cannot be ex-
plained by a RPE effect. This is because the RPE (obtained reward
minus predicted reward) increases with increasing obtained re-
ward. Consequently, if the neurons in our task encoded RPE,
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they would increase their activity with increasing obtained re-
ward. We instead observe a decrease.

An alternative is that the effect of reward sizemight reflect an
action mobilization. Poor rewards may alert the brain that an in-
come is low, and that bodily and neural resources should be mo-
bilized to seek richer reward. This process might increase firing
rates in many regions of the brain. In light of previous studies,
poor rewards are sensed by neurons in the limbic cortex (Shima
and Tanji 1998; Hayden et al. 2008). These structures in turn acti-
vatemotor-associated regions (Matsuzaka and Tanji 1996; Shima
and Tanji 1998; Isoda and Hikosaka 2007), presumably with the
goal to drive exploration for richer resources, or, at least, to
change the current train of action (Matsuzaka and Tanji 1996;
Shima and Tanji 1998; Isoda and Hikosaka 2007). The reward-
size-sensitive signal thatwe report here in parietal cortexmay re-
flect the reward-size-sensitive signals originating in the limbic
cortex (Shima and Tanji 1998; Hayden et al. 2008), especially
given that parietal cortex is tightly connected with the limbic
regions (Cavada and Goldman-Rakic 1989a,b).

The effect of reward size cannot be explained by amodulation
of an animal’s general arousal level, because at least in PRR, the
effect of reward size is a function of the effector with which a
choice is to be made (Fig. 7). This supports the proposition that
the effect has to dowith amobilization of action-relatedmachin-
ery with the goal to restore a favorable reward income.

With regard to effector specificity, it has been previously found
that the coding of desirability in LIP is stronger for saccades than
reaches, while in PRR it is essentially reach-specific (Kubanek
and Snyder 2015b). The effects of previous size reported here
show similar trends of effector selectivity, although the saccade
preference in LIP in regard to this variable is relatively weak.
This supports a notion that choice-related signals in LIP are par-
tially saccade-specific and partially general, whereas PRR signals
are more strongly embodied (de Lafuente et al. 2015; Kubanek, Li,
et al. 2015). However, the findings of relatively weak saccade pref-
erence in LIPmust be takenwith care. In these studies (de Lafuente
et al. 2015; Kubanek, Li, et al. 2015) animalswere trained to reach to
a target without looking at it. Despite the training, it is likely that
animals planned (but did not execute) a covert eye movement to
the target of an ensuing reach. As evidence of this idea, LIP activity
becomes substantially more effector-specific when animals are
explicitly required to plan an eye movement away from the arm
movement target (Snyder et al. 1997). Thus it is highly likely that
a covert eye movement to the reach target was planned in reach
trials of the current study, as well as in de Lafuente et al. 2015.
This limits the extent to which these studies provide an upper
bound to the degree of effector specificity in LIP. (This issue does
not apply to PRR, which is only weakly modulated by saccadic
choices [de Lafuente et al. 2015; Kubanek, Li, et al. 2015] and re-
sponds almost identically to arm movements with or without an
oppositely directed eye movement [Snyder et al. 1997]). The idea
that LIP is in fact strongly effector-specific is reinforced by the
fact that pharmacological inactivations of LIP elicit strictly sac-
cade-specific deficits in choice behavior (Kubanek, Li, et al. 2015).

Our finding of an effect of reward size on the previous trial
(Fig. 6, blue bar) does not supersede previous findings regarding
how reward expectations (desirability of the receptive field,
green bar) affect parietal activity (Platt and Glimcher 1999; Dorris
and Glimcher 2004; Sugrue et al. 2004). Indeed, our neural effect
of expected reward replicates these previous findings (Platt and
Glimcher 1999; Dorris and Glimcher 2004; Sugrue et al. 2004;
Kubanek and Snyder 2015b). However, the 2 effects were found
to be independent, and even to have opposite signs (Fig. 6). In
the raw data, this is apparent in Figure 5A, in which a choice of

the RF target, following a large reward from that target on the pre-
vious trial, results in a decrease of neuronal activity. Thus, the re-
ported effect of reward size is a novel, independent variable that
modulates neuronal activity in a reward-based choice task. Since
the reward size in our task strongly guides the decision between
staying and switching (Fig. 2A), this variable can be thought of as
a decision variable pertaining to the decision between staying
and switching. Parietal neurons strongly encode this decision
variable.

Thefinding that a reward of a small size leads to an increase in
LIP (and PRR) activity must be reconciled with the findings that
LIP neurons increase their firing with expected value (Platt and
Glimcher 1999; Dorris and Glimcher 2004; Sugrue et al. 2004) as
well as anticipated punishment (Leathers andOlson 2012). A crit-
ical difference is that these previous studies described the influ-
ence of the anticipated outcome of the current trial on parietal
activity, while our new finding describes the influence of the pre-
vious trial’s outcome. These are two orthogonal influences on fir-
ing rate. Specifically, our study shows that the effect of the
anticipated outcome of the current trial (the effect of desirability)
is accompanied by a strong effect of the outcome of the previous
trial. These effects may point in the same or in the opposite dir-
ection. For example, if the animal receives a small reward and re-
peats its choice, the small reward devaluates the targets’ current
desirability, and so the effects of desirability and the size of the
previously obtained rewardwill influence firing in opposite direc-
tions. However, a small reward that results in a switch with the
goal to attain a richer target will result in the two effects influen-
cing firing in the same direction.

The finding of a new, independent reward-related signal in
parietal cortex has important implications for future investiga-
tions into value-related signals in the brain. Value-related signals
reported in parietal cortex previously pertain to the decision to
direct a saccade or a reach to a particular visual target (Platt
and Glimcher 1999; Dorris and Glimcher 2004; Sugrue et al.
2004). In contrast, the reward-size-related signal reported here
pertains to a relativistic decision—the decision between retain-
ing the current choice or switching. The relative weights of the
two kinds of signals are likely to be a function of the particular
brain region and the particular task. For instance, it is conceivable
that in a difficult or a new task, an animalmight adopt awin-stay
lose-shift strategy (Worthy et al. 2013). In such scenarios, a rela-
tivistic approach to guiding choice might generate neural signals
of the sort reported here and in the limbic system.

In summary, we found that poor outcomes drove the ten-
dency to change choice and resulted in an increase in parietal
activity. Favorable outcomes produced choice repetition and rela-
tively suppressed the neuronal activity. Thus, reward size is a
variable that guides the decision between repeating the previous
and producing an alternative choice, and this decision variable is
strongly encoded in the activity of parietal neurons. The effect is
present also in frontal regions of the brain based on an examin-
ation of a previous study. These novel value-related signals in the
parietal and frontal regions likely reflect similar effects reported
in the limbic structures (Shima andTanji 1998; Hayden et al. 2008;
Quilodran et al. 2008) that have been shown to be crucial for
mediating proper repeat-switch decisions based on recently
obtained reward.
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