
          
P1: sbs/RSK P2: SDA/VKS QC: SDA

August 27, 1956 20:41 Annual Reviews AR024-12 AR24-12

Annu. Rev. Neurosci. 1997. 20:303–30
Copyright c© 1997 by Annual Reviews Inc. All rights reserved

MULTIMODAL REPRESENTATION
OF SPACE IN THE POSTERIOR
PARIETAL CORTEX AND ITS USE
IN PLANNING MOVEMENTS

Richard A. Andersen, Lawrence H. Snyder, David C. Bradley,
and Jing Xing
Division of Biology, California Institute of Technology, Pasadena, California 91125

KEY WORDS: eye movements, navigation, monkey, spatial representation, optic flow

ABSTRACT

Recent experiments are reviewed that indicate that sensory signals from many
modalities, as well as efference copy signals from motor structures, converge in
the posterior parietal cortex in order to code the spatial locations of goals for
movement. These signals are combined using a specific gain mechanism that en-
ables the different coordinate frames of the various input signals to be combined
into common, distributed spatial representations. These distributed representa-
tions can be used to convert the sensory locations of stimuli into the appropriate
motor coordinates required for making directed movements. Within these spa-
tial representations of the posterior parietal cortex are neural activities related to
higher cognitive functions, including attention. We review recent studies showing
that the encoding of intentions to make movements is also among the cognitive
functions of this area.

INTRODUCTION

The early anatomists and neurologists considered the posterior parietal cortex
a classic “association” area that combined information from different sensory
modalities to form a unified representation of space (for review, see Critchley
1953, Mountcastle et al 1975, Hyv¨arinen 1982). They did not, however, un-
derstand how this amazing feat was accomplished. Nor was it understood how,
once the locations of stimuli in the environment had been specified, the motor
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cortical areas used this information to select stimuli and plan movements. There
has been a recent explosion of studies that are shedding new light on how a
multimodal representation of space is formed in the parietal lobe. This spatial
representation is formed from a variety of modalities, including vision, so-
matosensation, audition, and vestibular sensation. Efference copies of motor
commands, probably generated in the frontal lobes, also converge on the pos-
terior parietal cortex and provide information about body movements. These
sensory and efference copy signals are derived from a number of different
neural systems and are coded in quite different coordinate frames from one
another. All these signals are combined in a systematic fashion in the posterior
parietal cortex to form a distributed representation of space. This distributed
representation has the interesting feature that it can be used to construct mul-
tiple frames of reference, which can then be used by motor structures to code
appropriate movements. A mechanism by which stimuli can be selected and
plans can be made for movements also exists within this spatial representa-
tion. Old concepts about the brain being divided into sensory and motor areas
need to be modified to include a third class of areas that have highly cogni-
tive functions related to attention, intention, and decisions. Thus there is an
intermediate stage between the sensory and motor structures that contains an ab-
stract representation of space and the mental operations important for planning
movements.

POSTERIOR PARIETAL AREAS

The posterior parietal cortex contains several distinct cortical areas. Those of
interest here are area 7a, the lateral intraparietal area (LIP), the medial superior
temporal area (MST), area 7b, and the ventral intraparietal area (VIP). Although
these areas have diverse functions and use a variety of sensory modalities, they
have in common the ability to process information about spatial relationships.
Much of this review focuses on LIP and MST, since they have been extensively
studied; however, many of the principles discussed have a general significance
in the posterior parietal cortex.

One of the best understood posterior parietal areas, in functional terms, is LIP.
It receives strong direct projections from extrastriate visual areas and projects
to areas in the cortex and brain stem concerned with saccadic eye movements
(Lynch et al 1985, Asanuma et al 1985, Blatt et al 1990). LIP cells have
presaccadic responses, and electrical stimulation of the area evokes saccadic
eye movements (Mountcastle et al 1975, Andersen et al 1987, Shibutani et al
1984, Kurylo & Skavenski 1987, Thier & Andersen 1996). Based on these
findings, Andersen et al (1992) proposed that LIP is the “parietal eye field”
specialized for visual-motor transformation functions related to saccades.
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Another well-studied area is MST. This area plays an important role in visual
motion processing. MST has been subdivided into at least two distinct areas:
MSTd (dorsal) and MSTl (lateral) (Desimone & Ungerleider 1986; Saito et al
1986; Ungerlieder & Desimone 1986a, 1986b; Komatsu & Wurtz 1988). MSTd
has large receptive fields that are often selective for complex patterns of motion,
such as expansion, contraction, rotation, and spiraling motions (Saito et al 1986;
Sakata et al 1985, 1986; Tanaka et al 1986; Graziano et al 1994). This area
also receives signals related to smooth pursuit eye movements and vestibularly
derived head pursuit signals (Kawano et al 1984, Sakata et al 1983, Newsome
et al 1988). Because many of the patterns of motion to which MSTd neurons are
selective occur with self-motion, it has been proposed that this area is important
for navigation using motion cues (Tanaka et al 1986; Saito et al 1986; Sakata
et al 1985; Duffy & Wurtz 1991, 1995; Geesaman & Andersen 1996; Bradley
et al 1996). This area may also play a more general role in the perception of
patterns of motion (Graziano et al 1994, Geesaman & Andersen 1996). MSTl
has smaller receptive fields and is thought to play a role in the selection of
targets for smooth pursuit eye movements (Komatsu & Wurtz 1988).

Area 7a is another largely visual area that has strong cortical connections with
other visual areas; it also has connections with areas of the cortex associated
with the highest cognitive functions, including the parahippocampal gyrus and
cingulate cortex (see Lynch 1980, Goldman-Rakic 1988, Andersen et al 1990a,b
for review). Although adjacent to LIP, area 7a does not appear to play a direct
role in saccades (Barash et al 1991a), and unlike LIP, which has relatively
smaller and contralateral visual receptive fields (Blatt et al 1990), area 7a has
large, bilateral fields (Motter & Mountcastle 1981).

Area 7b and VIP are more intimately related to the somatosensory system, in
terms of both anatomical connections and activation by somatosensory stimuli
(Hyvärnen 1982, Andersen et al 1990a, Colby et al 1993). However, these
areas also receive inputs from visual areas and respond to visual stimuli.

All of the areas listed above are strongly interconnected via corticocortical
projections. As we see in this review, one of the likely consequences of this
interconnectivity is that even areas like LIP and MST, which seem on the surface
to be unimodal visual areas, can reveal their multimodal nature when probed
with the right set of tasks.

MULTIMODAL REPRESENTATION OF SPACE

Eye Position and Visual Signals
Several years ago, we showed that single cells in area 7a and LIP receive a
convergence of eye position and visual signals (Andersen & Mountcastle 1983,
Andersen et al 1985). This convergence produces cells with retinal receptive
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fields that are modulated in a monotonic fashion by the orbital position of the
eyes. We described this modulation as an eye “gain field” because the eye
position appeared to modulate the gain of the visual response. Representing
the location of a visual target with respect to the head requires a convergence
of both eye and retinal position information. Intuitively one would imagine
that an area representing space in a head-centered reference frame would have
receptive fields that are anchored in space with respect to the head, but the cells
in LIP and area 7a do not appear to use this encoding scheme. Although each
neuron receives both necessary input signals, its response for head-centered
stimulus location is ambiguous, since its activity can be varied by changing
either the eye position or the retinal location of the stimulus. However, the ac-
tivity across a population of cells with different eye position and retinal position
sensitivities will have a unique pattern of firing for each head-centered location.
Thus the code of head-centered location in the posterior parietal cortex appears
to be carried as a distributed population code. Interestingly, when neural net-
works are trained to transform retinal signals into head-centered coordinates by
using eye position signals, the middle-layer units that make the transformation
develop gain fields similar to the cells in the parietal cortex (Zipser & Andersen
1988). This network demonstration shows that the gain-field representation can
be used to code head-centered spatial locations, and also that this representation
occurs rather naturally with coordinate transformation tasks.

Head Position
To code locations of stimuli with respect to the body requires one’s knowing
not only where the eyes are looking, but also the orientation of the head on
the body. Recent experiments have shown that about half of all area 7a and
LIP cells that have eye gain fields also have head gain fields (Brotchie et al
1995). In these experiments, monkeys were trained to orient their direction
of gaze either with head movements or eye movements. An important finding
was that the eye and head gain fields were the same for individual cells (see
Figure 1). In other words, the modulation of the visual signal was a function
of gaze direction, independent of whether the head or eyes were used to direct
gaze. Such a generalization for gaze direction suggests that these cells are part
of a body-centric representation, which must extract gaze direction with respect
to the body as well as location of the stimulus on the retina.

There are at least three possible sources for the head position signal: an
efference copy of the command to move the head, a vestibular signal generated
by the head movement, and neck proprioceptive signals generated by the change
in the orientation of the head on the trunk. Brotchie et al (1995) found that even
when the head was moved passively to different orientations, the head gain
fields were still present. This result suggests that efference copy is not the only
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source of the head position signal. To test whether vestibular signals were a
factor, the animal’s entire body was rotated with a turntable. In this condition
the head remains at the same orientation on the trunk, but the direction of gaze
has been shifted by moving the whole animal. These rotations were performed
in the dark, in order to remove visual landmarks and optic flow patterns as cues
to spatial orientation. Snyder et al (1993) found that many cells in the posterior
parietal cortex exhibited vestibularly derived head gain fields.

To test for proprioceptive cues, the animal’s body was rotated under the head,
with the head fixed relative to the world. In this case there is no vestibular cue,
but there are neck proprioceptive cues. Again gain fields were found with this
condition (Snyder et al 1993). Thus it can be concluded that both vestibular
and proprioceptive signals contribute to the generation of head gain fields.

In the course of these experiments, we found that some cells showed no gain
fields in the vestibular experiment when the animals were rotated in the dark,
but these cells did have gain fields if the animals were rotated in the light and
then tested in the dark. This finding implies that either the remembered location
of landmarks in the room or the pattern of optic flow generated by the movement
was used to generate the gain fields. This result is reminiscent of “place fields”
in the rat hippocampus, which also use landmarks to code the animal’s location
in the environment.

The findings on the source of head position signals suggest the posterior
parietal cortex can use these signals to represent space in two coordinate frames,
body-centered and world-centered. The neck proprioceptive signals provide
information about the location of the head with respect to the trunk and thus
can contribute to the representation of body-centered locations. The vestibular
signals provide information about the orientation of the head in the world and
thus, combined with the orientation of the eyes in the orbits and the stimulus
on the retina, can code locations in world-centered coordinates. Finally, either
the landmarks or the optic flow can also code the location of targets in world
coordinates.

Auditory Signals
When we hear a sound in space at the same location as a visual stimulus, we
perceive the source of the two stimuli as being spatially coincident. Since
spatial perception occurs so naturally, we do not intuitively recognize what a
formidable task it is to bring auditory and visual information into the same
coordinate frame. Visual information is in the coordinates of the eye, whereas
auditory information must be computed from the intraural time, intraural inten-
sity, and spectral cues arriving at the two ears. These cues are used to construct
auditory receptive fields that are in head-centered coordinates. So, how are au-
ditory signals in head-centric coordinates in the auditory system combined with
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eye-centric visual signals in the visual system? And where in the cerebral cortex
does this combination occur?

As mentioned above, LIP was, until recently, believed to be a strictly visual
area that processed visual targets for making saccadic eye movements. How-
ever, we can easily make eye movements to auditory as well as visual targets.
Mazzoni et al (1996) recently demonstrated that when a monkey is required
to memorize the location of an auditory target in the dark and then to make a
saccade to it after a delay, there is activity in LIP during the presentation of the
auditory target and during the delay period. This auditory response generally
had the same directional preference as the visual response, suggesting that the
auditory and visual receptive fields and memory fields may overlap one another
(see Figure 2).

The above experiments were done when the animal was fixating straight
ahead, with its head also oriented in the same direction. Under these conditions,
the eye and head coordinate frames overlap. However, if the animal changes the
orbital position of its eyes, then the two coordinate frames move apart. Do the
auditory and visual receptive fields in LIP move apart when the eyes move, or
do they share a common spatial coordinate frame? This question was addressed
by testing auditory fields while the animal fixated at different orbital positions
(Stricanne et al 1996). In this experiment the animals performed delayed audi-
tory saccades in darkness, and activity was measured during the delay period
between the offset of the sound and the offset of the fixation light triggering the
saccade. Forty-four percent of the auditory-responding cells in LIP coded the
auditory location in eye-centered coordinates—that is, auditory memory fields
that actually moved with the eyes. This result is reminiscent of the superior
colliculus, where auditory fields are also in eye-centered coordinates (Jay &
Sparks 1984). Another 33% of the cells were coded in head-centered coordi-
nates, and the remaining 23% were intermediate between the two coordinate
frames. Cells of all three types also had gain fields for the eye. The occurrence
of cells with eye-centric auditory fields and eye gain fields suggests that at least
this subpopulation shares a common, distributed representation with the visual
signals in LIP.

Visual Motion and Pursuit
Although posterior parietal areas such as LIP and 7a are commonly discussed
in terms of coordinate transformations and other spatial problems, MST has
until now been seen primarily as a motion area, dealing strictly with dynamic
properties of the visual field. However, the very likely involvement of this area
in visual navigation (see below) implies that it also solves an important spatial
problem, namely, computing the direction of self-motion in the world based on
the changing retinal image.
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Figure 2 Activity of a neuron with auditory and visual stimulus (S)-period and memory (M)-
period responses. (A) Auditory memory saccade to the right. (B) Auditory memory saccade to the
left. (C ) Visual memory saccade to the right. (D) Visual memory saccade to the left. (Modified
from Mazzoni et al 1996.)

Visual navigation refers to the ability to find one’s heading based on visual
information. A robust cue for direction of heading is the center or focus of
expanding visual motion that is generated by self-motion. If a subject is moving
and fixates on the horizon, the focus of expansion corresponds to the direction
of heading (Gibson 1950). However, if the subject fixates and tracks a near
object that is not directly ahead of him or her, then that location becomes the
focus of expansion, and it no longer corresponds to the direction of heading.
Interestingly, subjects can easily recover the direction of heading under these
conditions (Warren & Hannon 1988, Royden et al 1992, van den Berg 1993).
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The method by which this extraction of heading direction is achieved has been
the subject of intense interest by theoreticians and psychophysicists. The flow
field created by combined translation in the world by the observer and rotation of
his or her eyes is a superposition of an expansion field due to observer translation
and a linear motion field due to eye rotation. If the flow field can be decomposed
into these two contributions, then the focus of the expansion field corresponds to
the direction of heading. This is not an easy computational problem, but several
researchers have suggested various algorithms and explanations of how the
nervous system might perform this task using retinal cues (Lounguet-Higgins
& Prazdny 1980, Koenderink & van Doorn 1981, Rieger & Lawton 1985 Heeger
& Jepson 1990, Lappe & Rauschecker 1993, Perrone & Stone 1994).

Royden et al (1992) recently showed that the eye movement itself gener-
ates a signal, presumably an efference copy of the pursuit command, that
can be used to solve this problem. If subjects make pursuit eye movements
across an expanding visual stimulus, they can recover the direction of head-
ing. However, if the identical retinal stimulus is simulated by adding linear
motion to the expansion field without an eye movement, the subject cannot
recover the direction of heading. These experiments indicate that information
about the eye movement is a very important cue for recovering the direction of
heading.

ROLE OF MSTd Cells in MSTd have properties appropriate for computing direc-
tion of heading. Early studies reported cells selective for expansion-contraction,
rotation, and linear motion stimuli (Sakata et al 1985, 1986; Tanaka et al 1986;
Saito et al 1986). Subsequent experiments showed that many cells were not as
simple and were selective for two or even all three types of motion (Duffy &
Wurtz 1991, Graziano et al 1994).

One possible solution to the heading problem was that a decomposition was
performed on the optic flow at the level of MSTd: The expansion cells were
coding the motion due to observer translation, and the linear motion cells were
coding the motion due to smooth pursuit. Two experiments showed this was
not the case. Orban and colleagues (1992) reasoned that if this decomposition
had occurred, adding a rotation to the stimulus should not affect the tuning of
expansion cells. However, adding rotation detuned the expansion cells. In ex-
periments from our lab, we developed a spiral space to test this idea (Graziano
et al 1994). The spiral space had expansion-contraction along one axis and
clockwise-counterclockwise rotation along the other axis. All locations be-
tween these cardinal axes represented different combinations of expansion and
rotation, which are spiral motions. We reasoned that if MSTd was decomposing
motion stimuli into channels of expansion, rotation, and linear motion, then all
MSTd neurons should have tuning curves aligned along the cardinal axes in
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this spiral space. In fact they did not; many cells were better tuned to spiral
motions than to either expansion or rotation.

In further experiments, we found that the pattern selectivity of MSTd neurons
exhibited an amazing degree of position and size invariance for motion pattern
selectivity (Graziano et al 1994). These cells were also form/cue invariant,
responding, for instance, to a clockwise, outward spiraling stimulus regardless
of whether it was a flow field, an object, or even an object made of illusory con-
tours or non-Fourier motion (Geesaman & Andersen 1996). These properties
show that MSTd cells convey the abstract quality of a pattern of motion, e.g.
rotation, much like cells in inferotemporal cortex are tuned to a static pattern,
e.g. a face. This invariance for motion pattern is important for analyzing optic
flow, since it indicates that information can be gathered from the entire envi-
ronment or, alternatively, from a single small object and that a wide range of
features can be used for recovering the motion pattern signal. Duffy & Wurtz
(1995) have shown that MSTd cells are also tuned to the retinal location of the
focus of expansion. Although MSTd expansion cells are tuned for expansion
all over their large receptive fields, the magnitude of response varies with the
location of the focus within the receptive field. The exact focus location could
therefore be computed from many neurons tuned coarsely for focus position.

MSTd SIGNALS DIRECTION OF HEADING Because MST receives a pursuit eye
movement signal (Sakata et al 1983, Kawano et al 1984, Newsome et al 1988,
Thier & Erickson 1992) and has motion pattern-selective cells, it may be a brain
center that computes direction of heading using optic flow and pursuit signals.
Recently, we have examined how these two signals interact in MSTd. We found
that MSTd cells can compensate for eye movements and code the direction of
heading. In these experiments we mapped the MSTd receptive fields for their
sensitivity to the location of focus of expansion. We then mapped these same
receptive fields when the monkey was making smooth pursuit eye movements.
We found that many MSTd neurons shift their receptive fields when the eyes
are pursuing so that they more faithfully code the direction of heading than the
focus of expansion on the retina. This shift does not occur when the eyes are
not pursuing (Bradley et al 1996).

TEMPLATE AND COMPENSATE MODEL If we view an expanding pattern while
making a pursuit eye movement to the left, the apparent focus (the focus on
the retina) shifts to the left. We found that many expansion-selective MSTd
neurons compensate for this by shifting their receptive field to the left (in many
cases the same cell shifts its receptive field to the right to compensate for a
rightward movement). This result suggests the following theory. The MSTd
neurons with expansion sensitivity can be viewed as templates for optic flow
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generated by self-motion. These cells are also sensitive to the retinal location
of the focus of expansion. When the eyes move, the focus tuning curve of
these cells shifts in order to compensate for the retinal focus shift due to the
eye movement. In this way MSTd could map out the relationship between
the expansion focus and heading with relatively few neurons, each adjusting its
focus preference according to the velocity of the eye. Similar models have been
proposed by Perrone & Stone (1994) and by Warren (1995), but their models
require separate heading maps for different combinations of eye direction and
speed (rather than a smaller number of cells that are adjusted to account for eye
movement).

Two interesting features are immediately apparent from the template and
compensate model. The templates should be position, size, form and cue in-
variant. In other words, an expansion cell should be selective for expansions
everywhere in its receptive field; the strength of the response to expansion
should vary from small at the edges of the receptive field to large near the
center. These two features of position invariance and sensitivity to the focus
location have already been documented (Graziano et al 1994, Duffy & Wurtz
1995, Geesaman & Andersen 1996).

A GAIN MECHANISM MAY LEAD TO COMPENSATION These experiments provide
the first direct evidence that MSTd is involved in the computation of direction
of heading. The method by which the pursuit compensation is achieved appears
to use a gain mechanism. Approximately half the cells show the compensation
effect, and it appears at first glance to be a simple shift of the receptive field.
However, a more quantitative analysis of the data shows that a nonuniform gain
applied to different locations in the receptive field, rather than a straight shift
of the receptive field, better models the effect (Bradley et al 1996). In other
words, the pursuit signal distorts the receptive field, resulting in its peak moving
in the compensating direction, rather than the entire receptive field moving in
the compensating direction.

There are at least two methods by which this nonuniform gain could be
accomplished. In the first method the output of an MSTd neuron is computed
as a logistic function of the sum of the eye velocity and retinal focus-location
inputs. For cells with sigmoidally shaped focus-tuning fields, the nonlinear
input-output function will cause a distortion and apparent shift in the receptive
field when the eye velocity input changes. A second method requires two steps.
Many MST neurons that do not compensate do have uniform gain fields; for
instance, a leftward pursuit may increase the gain of the response at all locations
in the receptive field of a particular neuron, and a rightward pursuit may decrease
the response. Two or more uniform gain field cells with different gain fields
could provide input to a cell that would compensate as a result of the gain effects
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on the input cells (Bradley et al 1996). This mechanism would work particularly
well for cells with Gaussian-shaped focus-tuning fields whose peaks shift during
pursuit.

HEADING DIRECTION IN MOTOR COORDINATES The cells that show compensat-
ing shifts can be considered to code the direction of heading in motor coordi-
nates. In the above experiments, measurements were made when the eyes were
in approximately the same orbital positions, but in one case the eyes were mov-
ing, and in another they were not. Because all coordinate frames are aligned,
we do not know if the focus is shifted to eye-centered, head-centered, body-
centered, or world-centered coordinates. For instance, MSTd neurons may code
the direction of heading with respect to the eyes. In such a scenario, the retinal
focus would correspond to the direction of heading with respect to the eyes if
the eyes are stationary, but would have to compensate in the correct direction to
code the direction of heading with respect to the eyes if the eyes are pursuing.
For example, if we are looking left of our direction of heading, the retinal image
would be an expansion, with its focus to the right of the fovea. However, if
we track a ground point, such that the eye pursues toward the left, the retinal
focus will shift to the left. In both cases (still and moving eye), the eye would
have to move right in order to look in the direction of heading. Therefore, a
cell coding heading in motor coordinates should maintain the same output in
both conditions. It could do this by shifting its preferred focus position to the
left (thus compensating for the retinal focus shift) during leftward pursuit.

Experiments have yet to determine in which coordinate frame the direction of
heading is coded. If it is in an eye-centered coordinate frame, then the situation
will be very similar to the auditory case, but converting a motion pattern focus
(rather than an auditory stimulus) into eye-centered coordinates. Eye and head
gain fields could map this direction of heading signal to other coordinate frames
for appropriate motor behaviors such as walking or driving.

PERCEPTUAL STABILITY DURING PURSUIT EYE MOVEMENTS Recent experi-
ments from our lab suggest that area MSTd is used not only for calculating
direction of heading, but also more generally for providing perceptual stability
during tracking eye movements. Rotation cells have a focus of rotation that is
also displaced during pursuit eye movements. However, unlike expansion cells,
whose focus is displaced in the direction of eye movements, the rotation foci
are displaced orthogonal to eye movement direction. For instance, a rightward
pursuit will cause a clockwise rotation focus to shift down and a counterclock-
wise rotation focus to shift up. Remarkably, we found that the focus tuning
of rotation cells in MSTd shifted orthogonal to the direction of pursuit, and in
the correct direction to compensate for the focus shift (Bradley et al 1996). In
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psychophysical studies we have found that subjects compensate for the shift in
the retinal image of a rotation during pursuit and report the true location of its
focus.

This result suggests that MSTd may perform a more general function than
just calculating direction of heading. MSTd may compensate spatially for the
consequences of eye movements for all patterns of motion. Because self-motion
will generate a focus of expansion in the direction of heading, this focus provides
a powerful cue for navigation. If MSTd provides perceptional stability, then a
correction on an expansion pattern will automatically recover the true direction
of heading. However, there is also a tremendous advantage in correcting for
pursuit-induced shifts on a wide variety of motion patterns. For instance, if one
visually pursues horizontally past a person whose gestures include rotational
components, one does not have the illusion that the person’s arms are moving
up or down away from his or her body. Likewise, if one wants to saccade to his
or her arm, since the compensation will provide the location of the arm in motor
coordinates, this eye movement will go to the right vertical location. Based on
this idea of perceptual stability, compensating for pursuit eye movements while
navigating is just one outcome of the more general spatial stability for motion
patterns that is achieved when MSTd compensates for pursuit eye movements.
Also, optic flow patterns generated during self-motion often contain significant
rotation. Since MSTd expansion cells respond poorly to rotation (Orban et al
1992, Graziano et al 1994), rotation cells might be required in some cases
to provide information about heading. If so, they would have to correct for
pursuit eye movements by shifting their receptive fields orthogonally to the
pursuit direction, as in fact they do.

MODELS OF COORDINATE TRANSFORMATION

The transformation of spatial information from retinotopic to other frames of
reference has been demonstrated with neural network models. These models
can help us to understand how gain fields can provide the method for trans-
forming between coordinate frames, by representing several coordinate frames
simultaneously and representing spatial frames of reference in a distributed (im-
plicit) format. These networks can transform retinal coordinates not only into
head- and body-centered coordinates but also into oculomotor (eye-centered)
coordinates.

Transformations Between Coordinate Frames
Zipser & Andersen (1988) showed that when eye and retinal position signals
are converted to a map of the visual field in head-centered coordinates, the
hidden units that perform this transformation develop gain fields very similar
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to those demonstrated in the posterior parietal cortex. This model showed
that the activities found for posterior parietal neurons could be the basis of a
distributed representation of head-centered space. Neural network models that
inputted head position signals, as well as eye and retinal position signals, and
that mapped locations in body-centered coordinates produced gain fields for
eye and head position that were approximately the same for individual neurons.
This result showed that the gain fields under these conditions are a function of
gaze direction and are similar to the results of recording experiments in which
gaze was changed by head or eye movements.

Converting Auditory and Visual Signals
to Oculomotor Coordinates
A recent model has used as inputs auditory signals, coded in head-centered
coordinates, as well as eye position and retinal position signals, and this network
is trained to convert these signals to motor error coordinates at the output (Xing
et al 1995). This output codes the metrics of a planned movement in motor
coordinates and is similar to the activity seen in the superior colliculus, frontal
eye fields, and in many cases, the posterior parietal cortex. When the network
is trained in this task, the middle layers develop overlapping receptive fields for
auditory and visual stimuli and eye position gain fields. It is interesting that the
visual signals also develop gain fields, since both the retinally based stimuli and
the motor error signals are always aligned when training the network and, in
principle, do not need to use eye position information. However, the auditory
and visual signals share the same circuitry and distributed representation, which
results in gain fields for the visual signals.

Multiple Coordinate Frames in Parietal Cortex
In the previous example, two different coordinate frames, retinal (eye-centered)
and auditory (head-centered), are brought into a single common coordinate
frame at the output through an intermediate, distributed coordinate representa-
tion. We have also trained networks to input retinotopic-visual, head-centered
auditory, eye position, and head position signals and to output three separate
representations: eye-centered, head-centered, and body-centered (Xing et al
1995). Again, the hidden layer develops eye and head gain fields, and single
cells develop bimodal auditory-visual fields. This simulation is perhaps closest
to what the posterior parietal cortex is doing. By using the gain field mecha-
nism, a variety of modalities in different coordinate frames can be integrated
into a distributed representation of space (see Figure 3). A unique feature of
this representation is that information is not collapsed and lost. For instance,
if eye position and retinal position signals were converged to create receptive
fields in head-centric coordinates, the retinal location of the stimulus could
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Figure 3 Posterior parietal cortex begins the transformation of retinotopic visual information into
higher-order reference frames. In LIP and area 7a, we find evidence for an intermediate stage in
this process. Visual and auditory spatial information, obtained in a retinotopic and a head-centered
frame of reference, respectively, is modulated by eye and head position signals. The form of
this modulation is similar to that found in neural networks trained to convert from retinotopic
to head-centered frames (see text for details). Head position information is obtained from both
neck proprioceptive and vestibular sources. Visual allocentric information also provides a gaze in
the world signal. All of these inputs—eye position, head position from neck proprioception and
vestibular sources, gaze position from visual information—are used to modify retinotopic visual
signals. As a result, posterior parietal cortex is positioned to provide an intermediate stage in the
conversion of visual and auditory sensory information into eye-, head-, body-, and world-centered
coordinate frames.

not be recovered from the distributed representation. However, the gain field
mechanism retains both eye and retinal position information and can be read
out by another structure, such as the superior colliculus, to create eye-centered
coordinates. A simple way to envision this conversion is that cells with the
same retinal receptive fields but different eye gain fields would converge on
the colliculus, averaging out the eye position signal while retaining the retinal
position signal. These same cells, however, could be sampled in a different way
in another area, through a different pattern of connection weights, to reconstruct
a receptive field in head-centered coordinates.

One implication of this distributed representation is that many coordinate
frames can be represented in the same population of neurons (see Figure 3).
We do not currently know if this is strictly true. For instance, about half
of LIP neurons with eye gain fields also have head gain fields. This result
does not necessarily indicate that there are separate populations of cells in
LIP coding in head- and body-centered coordinates; when a neural network is
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trained to convert visual signals to body-centered coordinates, some units in
the network have only eye gain fields. Evidence in favor of separate coordinate
representations would be a strict anatomical segregation of the eye-head gain
field cells and eye-only gain field cells, evidence that is so far lacking. Likewise,
it is currently not known if the neck proprioceptive and vestibular gain fields
are segregated; again, such an anatomical segregation would suggest separate
cortical areas that coded in body- and world-centered coordinates.

The coexistence of multiple coordinate frames in the posterior parietal cortex
is likely to explain why spatial deficits appear in multiple coordinate frames
after lesions to this area in humans. Even if the different coordinate frames
are not represented within a single distributed network, they would exist in
close proximity to one another and would generally all be affected by a cortical
lesion. Pouget & Sejnowski (1995) have recently made a neural network model
of parietal cortex that demonstrates just this effect—lesion to the hidden layer
produces neglect in multiple coordinate frames at the output.

Converting Retinotopic Signals to Oculocentric Coordinates
When an animal plans an eye movement to a visual target, the stimulus on
the retina is in the same location relative to the fovea as the goal of the eye
movement planned to foveate the target. Thus no coordinate transformation is
required for a simple visual saccade. However, if the eye is displaced before
the eye movement, either by electrical stimulation or an intervening saccade,
then the motor movement to achieve the target is different from the earlier
retinal location of the stimulus. Cells in the posterior parietal cortex, frontal
eye fields, and superior colliculus code the impending movement vector under
these conditions, even though no visual stimulus has appeared in their receptive
field (Gnadt & Andersen 1988, Goldberg & Bruce 1990, Mays & Sparks 1980).
Thus these cells are coding in oculomotor coordinates, which are a different
coordinate frame from sensory-retinal coordinates, even though they are often
aligned with one another. Krommenhoek et al (1993) and Xing et al (1995)
have trained networks that convert retinal-sensory coordinates to eye-centered,
oculomotor coordinates. The Krommenhoek network compensates for electri-
cal stimulation–induced saccades prior to the eye movement. The Xing et al
neural network was trained on a double-saccade task; it inputted two retinal lo-
cations and then outputted the motor vectors of two eye movements, first to one
target and then to the other. In order to program the second saccade accurately,
the network was required to use the remembered retinal location of the first
target and update it with the new eye position. Interestingly, these networks
developed eye gain fields in the hidden layer. The implication of these re-
sults is that an implicit distributed representation of head-centered location was
formed in the hidden layer in order to solve the task, even though an explicit
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head-centered representation did not exist anywhere in the model. Recently
Li et al (1995) have shown that reversible lesion of LIP produces a deficit in
this double-saccade task, and this deficit appears to be largely a result of not
being able to take into account eye position in the contralateral field. Such a
deficit may be the result of selectively inactivating the part of the distributed
representation in LIP for contralateral head (or body) centered space.

Algorithms for Gain Fields
The cellular basis of the gain field effect is of interest here. In the neural net-
work models, the inputs to a neuron are summed, and the output is a sigmoidal
(logistic) function of the inputs. This sigmoidal function enables the hidden
layer to make nonlinear transformations from input to output. The gain in these
networks exists in three general forms: In some cases the cells are operating
close to the accelerating limb of the sigmoid, resulting in an approximate multi-
plication of the retinal and eye position inputs. At other times the units operate
on the more linear aspect of the sigmoids, and the two inputs tend to add. Fi-
nally, some units operate around the upper saturating part of the sigmoid, and
the eye and retinal position inputs show ceiling effects. All three types of gain
fields are found in the recording data; combinations of the first two (both multi-
plicative and additive components) are quite common (Andersen et al 1990b).
Other recent models of the distributed parietal representation have used only
multiplications of the two inputs. Although using only a multiplication is a bit
removed from the actual data, the mathematical simplification embodied in this
approach has been useful in investigating the power of the distributed format for
spatial representation. Pouget & Sejnowski (1995) used basis functions formed
by the multiplication of sigmoidal eye position signals and Gaussian receptive
fields to show that the posterior parietal cortex could simultaneously represent
locations in retinal and head-centered coordinates. Salinas & Abbott (1995)
used this same multiplication to show that accurate reaching movements can be
learned by using this intermediate spatial representation and Hebbian learning.

COGNITIVE INTERMEDIATES IN THE SENSORY-MOTOR
TRANSFORMATION PROCESS

Besides containing a multimodal and multiple coordinate representation of
space, the posterior parietal cortex also contains circuitries that appear to be
important for shifting attention, stimulus selection, and movement planning.
Thus this area is an important interface between sensory cortex and motor
cortex in the frontal lobes, and it performs intermediate operations of a highly
cognitive nature in the sensory-motor transformation process.
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Attention
The posterior parietal cortex is intimately involved in attentional processes.
Patients with lesions to this area have difficulty shifting their focus of attention
(Posner et al 1984). A similar shifting role for attention is becoming apparent
in recent recording experiments. Although it had been previously reported that
visual signals were enhanced at the focus of attention (Bushnell et al 1981),
more recent studies have reported the opposite; visual responsiveness of parietal
neurons is actually reduced at the focus of attention (Steinmetz et al 1994,
Robinson et al 1995). However, locations away from the focus of attention are
enhanced in responsiveness, apparently signaling novel events for the shifting
of attention. The reason for the discrepancy between reports is unknown, but
Steinmetz & Constantinidis (1995) point out that the earlier study used a split
attention task, which might have complicated the interpretation of the results.
In the middle temporal area (MT), and probably in most high-order visual
parietal areas, attention can profoundly influence neuronal responsiveness and
selectivity (Treue & Maunsell 1995).

Intention
Gnadt & Andersen (1988) described a memory-related signal in the posterior
parietal cortex that was active when the monkey remembered the location of a
briefly flashed stimulus and, after a delay, made a saccade to the remembered
location. They further showed that if the animal performed a double-saccade
task, this memory activity appeared before the second saccade that was in the
motor field of the cell, even if the target had originally appeared outside the
cell’s receptive field. They reasoned that the cells were coding in oculomotor
coordinates during the memory period of the saccade that the animal intended
to make. Subsequent experiments showed that the memory-related activity
was primarily a feature of LIP neurons. These LIP neurons also had bursts
of activity preceding saccadic eye movements. The sensory receptive fields,
memory fields, and presaccadic motor fields were generally found to overlap in
eye-centered coordinates, and all three had similar eye gain fields for individual
neurons. Shadlen & Newsome (1996) have recently shown that LIP neurons
become active when the animal performs a task in which it must plan a saccade
in the direction it perceives a display of dots to be moving. The activity that
builds up during the task prior to the eye movement is consistent with the
animal planning an eye movement, although it could also reflect the direction
the animal decides the stimulus is moving.

Glimcher & Platt (PW Glimcher & ML Platt, personal communication) have
shown that when an animal is instructed to choose one of two targets for a
saccade, there is more activity in LIP for the selected target. This increased
activity could reflect the selection of a movement plan or the allocation of
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attention. To distinguish between these two possibilities, Glimcher & Platt
performed a variant of this task that required the animal to attend to the distractor
target, which was extinguished as a cue to saccade to the selected target. This
task separated the focus of attention from the selected movement. For many
of the cells, the activity reflected the movement plan and not the attended
location, although the activity of some cells was influenced by the attended
location. The studies listed above suggest that a component of LIP activity is
related to movements that the animal intends to make.

SENSORY MEMORY VS MOVEMENT PLAN Mazzoni et al (1996) recently exam-
ined the memory activity in more detail to determine if it was primarily related
to intentions to make eye movements, or to a sensory memory of the location of
the target. We used a delayed double-saccade paradigm in which an animal was
required to memorize the location and sequence of two briefly flashed targets
and then, after a delay, to make an eye movement to the first remembered loca-
tion and then to the second (see Figure 4). The stimuli were configured in such
a manner that in many of the trials, the second stimulus flashed in the receptive
field of the cell, but the animal planned an eye movement outside the receptive
field—to the first stimulus location—during the delay period. If the activity is
related to attention or sensory memory, then the cell should be active during
the memory period in order for the animal to attend to and remember the lo-
cation of the second stimulus. However, if the memory activity codes the next
saccade the animal plans to make, then the cells should have little or no activity
during the delay period. Both types of cells were found, as well as cells that
showed some activity for intended movement and sensory memory. However,
the majority of overall activity was related to the next intended saccade and not
to the remembered stimulus location (see Figure 4).

This intended movement signal was not found to be linked to the execution of
an eye movement in an obligatory manner. Other experiments showed that the
animals could be asked to change their plans to make an eye movement during
the delay period in a memory saccade task; the intended movement activity
in LIP would change in the appropriate manner with each change in plan (see
Figure 5) (Bracewell et al 1996).

DO PARIETAL CELLS CODE THE TYPE OF MOVEMENT BEING PLANNED? A very
definitive test of the intention signal is to show that it is contingent on the
type of movement the animal plans to make. Bushnell et al (1981) performed
experiments in which they recorded from posterior parietal neurons while an
animal programmed an eye or reaching movement to a retinotopically identical
stimulus. They claimed that the activity of the cells did not differentiate between
these two types of movements. Moreover, they reported that if cells showed
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Figure 4 Activity of an LIP neuron in classes in a memory double-saccade task. Each panel has
a plot that includes, (from top to bottom) the spike rasters for each trial, the time histogram (bin
width 50 ms) of the firing rate [(A–C) 20 Hz/division, (D–E) 25 Hz/division], and the horizontal and
vertical eye positions (30◦/division) (abscissa: 100 ms/division). The vertical dotted lines within
each panel and the thick horizontal lines below each panel again show the onset and offset of the
visual stimuli. The diagrams to the left of each panel show the spatial arrangement of the first and
second target (T1 and T2, respectively), the first and second saccades (arrows), and the neuron’s
receptive field (RF). (From Mazzoni et al 1996.)
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a larger response when a stimulus was a target for a movement compared with
when it was not, this enhancement was the same for either a reaching or an
eye movement. This result was interpreted as proof that the posterior parietal
cortex is concerned with sensory location and attention and is not concerned
with planning movements (Bushnell et al 1981, Colby et al 1995). We have
recently repeated these experiments and found quite different results. In the
task, the monkey fixates a light in a button and also presses the button with its
hand. Next, a light appears briefly in the visual field, and it must remember the
location of the stimulus and plan either an arm or eye movement to the stimulus,
depending on its color. After a delay, the animal either makes an eye movement
to the remembered location without moving the limb or vice versa. We found
that two thirds of cells in the posterior parietal cortex are selective during the
memory period for whether the target requires an arm or an eye movement.
Interestingly, about one half of the sensory responses to the flashed targets also
distinguish between the type of movement the light calls for (Snyder et al 1996).
These results indicate that a good deal of activity in the posterior parietal cortex
is concerned with what the animal plans to do, that is, its intentions.

Intention Activity Occurs when a Monkey
Considers a Movement
An extremely important and informative result appeared as a consequence of
control experiments for the above reach/eye movement task. We already knew
that planning activity could occur in the absence of any overt movement. Thus
when the animal was shown a target for an eye movement, it could also consider
an arm movement to the target or vice versa. To control for this possibility, we
had a third task in which both an eye and arm movement target appeared. The
animal was required to make both movements, so both had to be programmed

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 5 Activity of an excitatory LIP neuron in the change-in-plan task. The abscissa in each
panel represents time (100 ms/division). Each panel contains (from top to bottom) rasters of tick
marks representing the occurrences of action potentials, each row corresponding to one trial; a
time histogram (bin width= 50 ms) of the neuron’s average rate of action potential firing over
all trials (25 Hz/division); and a trace of the monkey’s vertical eye position (20◦/division). Onset
and offset times of stimuli during the trials are indicated both by the thin vertical lines within each
panel and by the thick horizontal lines below each panel. Abbreviations are as in Figure. (a, b)
Simple memory saccade towards the receptive field (location A, class 1) or away from it (location
B, class 2); (c, d), single change of plan (A then B in class 3, B then A in class 4); (e, f), no change
of plan (controls) (A then A in class 5, B then B in class 6); (g, h), double change of plan (A-B-A in
class 7, B-A-B in class 8). Trials with one, two, and three targets were pseudorandomly interleaved
so that the monkey could not predict the target sequence or the required saccade in advance. (From
Bracewell et al 1996.)
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during the delay period. Usually these movements were in opposite directions.
A subset of cells were found that gave activity during the memory period for
both an eye and arm movement in the single-movement tasks. However, when
the animal planned two movements simultaneously, and one was within the
receptive field and the other was not, then the cell always coded only one of the
movements. Thus, for instance, a cell might show memory-related activity for
a saccade 20◦ right or a reach movement 20◦ right. If the animal planned an arm
movement 20◦ left and an eye movement 20◦ right, then the cell was always
inactive, whereas it was always active for the reverse set of directions (Snyder
et al 1996). These dual-movement tasks needed to be performed in order to
determine the true nature of a cell’s activity. The results of this control exper-
iment suggest that when a single stimulus appears, plans for both movements
are represented by subpopulations of cells in the posterior parietal cortex, even
though only one movement will eventually be made.

The observation that an animal can consider a movement, but subsequently
not make it, may provide a unifying thread for two recent observations. Duhamel
et al (1992) have shown that when two lights are flashed, and the animal makes a
saccade to only one of the stimuli, activity appears after the first eye movement
for the location that codes the oculomotor coordinates of the second stimulus,
even if the stimulus is no longer present. This result is similar to the original
double-saccade experiment of Gnadt & Andersen (1988), with the one differ-
ence that the second saccade is not made. Based on these results, Duhamel et al
(1992) have proposed that LIP codes sensory signals in retinal coordinates and
that the retinal location of the remembered sensory signal has been remapped
in retinal coordinates to anticipate reafference of retinal signals coding the sec-
ond target after the eye movement. An alternative explanation provided by
the current results is that the animal does consider making an eye movement
to the second target but that this plan is not executed. We know from our
hand/eye movement experiments that there are neurons in parietal cortex that
code intended eye movements and not arm movements. However, these cells
are active when the animal makes an arm movement and not an eye movement.
Thus planning activity can occur when the animal thinks about making an eye
movement, even when no eye movement is made.

Kalaska & Crammond (1995) have shown that in a go/no go reach experiment,
area 5 cells are activated by a visual stimulus during the delay period for the
cell’s preferred direction, regardless of whether the animal is instructed to go
to the stimulus or not. Again, this result is consistent with our saccade/reach
results, in which a reach cell will become active to a target in its receptive field
even if an eye movement is planned there (the no go case). Thus a possible
explanation of the area 5 results is that the animal thinks about making an arm
movement in the cell’s preferred direction, but does not execute the movement.
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In conclusion, activity in the posterior parietal cortex can be related to a plan
to make a movement. When stimulus-related activity comes into the parietal
cortex, it can in certain circumstances invoke more than one potential plan.
Within a movement system, e.g. the eye movement system, if a potential plan
is changed, then this system will change its activity to encode the most recent
plan. However, some cells in another system, e.g. the reach system, may carry
the plan for a limb movement, even if no limb movement is executed. In other
words, these cells consider the possibility of the target for a limb movement in
the absence of any other limb movement plan.

SUMMARY AND CONCLUSIONS

The posterior parietal cortex performs sensory-motor transformations. An im-
portant aspect of this transformation process is to convert between coordinate
frames. In fact, at least some of the sensory-triggered activity in the posterior
parietal cortex may already be coded in motor coordinates. This is certainly
true of activity related to planning saccades in LIP (Gnadt & Andersen 1988)
and may also be the case for coding direction of heading in MST. This coding
of signals in the coordinates of movement is consistent with the recent proposal
of Goodale & Milner (1992) that posterior parietal cortex is an action system
specifying how actions can be accomplished. It is also consistent with our
proposal that one of the functions of the posterior parietal cortex is to form in-
tentions to make movements. Moreover, the posterior parietal cortex appears to
represent an interface between sensory and motor areas where cognitive func-
tions related to sensory-motor transformations such as attention, intention, and
selection of targets are performed (Mountcastle et al 1975, Andersen et al 1987,
Gnadt & Andersen 1988).

As part of the sensory-motor transformation process, signals from many
different modalities need to be combined in order to create an abstract repre-
sentation of space that can be used to guide movements. We reviewed evidence
that the posterior parietal cortex combines visual, auditory, eye position, head
position, eye velocity, vestibular, and proprioceptive signals in order to per-
form spatial operations. These signals are combined in a systematic fashion
by using the gain field mechanism. This mechanism can represent space in a
distributed format that is quite powerful, allowing inputs from multiple sen-
sory systems with discordant spatial frames and outputting signals for action in
many different motor coordinate frames. Our holistic impression of space, in-
dependent of sensory modality, may be embodied in this abstract and distributed
representation of space in the posterior parietal cortex. Likewise, our awareness
of our internally generated wills and intentions to make movements may also
be a correlate of the planning activity seen in the posterior parietal cortex.
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